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Abstract: In traditional teaching frameworks, instructors face significant obstacles in offering current and synchronized learning materials and examples, especially when the course is taught by multiple instructors. This situation can affect the quality of the course’s learning outcomes. These challenges become more pronounced in today’s higher education, because of the heightened complexity arising from the need to cover a range of course materials, diverse student backgrounds, varying skill levels, and different student expectations—all within the constraints of a fixed teaching and learning schedule. Furthermore, due to resource constraints, not every instructor has the availability of a teaching assistant (TA). Especially, while the demand for cybersecurity continues to rise, the dynamic nature of the cybersecurity field leads to the frequent emergence of new issues and incidents. To address these challenges, we examine the capabilities of generative AI to innovate teaching techniques and methods for cybersecurity curricula. We further explore the novel challenges introduced by generative AI, including issues related to privacy, data ownership, transparency, and other associated concerns, underscoring the need for comprehensive solutions. Our work further examines the teaching and learning capabilities of dynamically generated, up-to-date class materials in a personalized study environment augmented by AI. The adaptability of AI-augmented teaching across various disciplines will bring innovation to higher education, catering to diverse student backgrounds and learning needs, thereby enriching the educational experience.
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1. Introduction

The advent of generative AI has marked a transformative era not only in technology but also in our daily lives and activities, offering unprecedented benefits like enhancing creativity, automating content generation, and personalizing user experiences. We perceive the impactful potential of generative AI, especially in its ability to reshape numerous aspects of our daily lives, including higher education. This evolution is not just a short-term trend; we envision its influence growing substantially over the next years and beyond. King (2023) introduced the related issues about AI applications, Chatbots, and Plagiarism in higher education. Zhai (2022) demonstrated ChatGPTs’ capabilities in their experimental study, exploring a discussion surrounding personalized learning, task automation, and tutoring or mentorship. Among OpenAI, Google, and Microsoft, each entity’s AI technology possesses the potential to significantly transform the landscape of educational technology, with implications that could be either beneficial or detrimental. If harnessed for ethical purposes, these technologies can enhance the quality of education that students receive.

Instructors across various disciplines and equipped with basic computer skills, can greatly benefit from adopting AI-augmented teaching capabilities. These benefits, which are not limited to, include: developing course syllabi, curating topics, compiling references/readings, organizing lectures, creating up-to-date class materials, formulating discussion prompts, and crafting assignments/tests. It also enhances grading/feedback mechanisms and supports special needs, among other advantages. Students in the AI-augmented education environment benefit from a highly personalized and efficient learning experience. It offers dynamically generated, relevant class materials tailored to individual learning styles, enhancing understanding and engagement. It supports research project development and career discussions, providing streamlined access to critical thinking and analytical skills. Automation of routine tasks like lecture and discussion summaries allows students to focus on deeper learning aspects. The interactive and inclusive environment caters to diverse learning needs, including language support and accessibility features for international and special needs students. The ethical application of AI ensures the responsible use of technology in education. This multifaceted approach not only prepares students for future professional challenges but also fosters intellectual growth and adaptability in a rapidly evolving technological landscape.

Students can create essays that display seamless quality, but upon further investigation, demonstrate false information and inaccurate sources. They could also use it for short answer questions on quizzes, answering multiple choice questions, or generating other work such as simple programs for a Python class. Conversely, if used properly, both students and teachers could benefit from the classroom augmentation of such technology.
Therefore, it’s impeccable that organizations implement policies intending to leverage artificial intelligence to advance learning outcomes while also protecting our judgment and decision-making capabilities.

Despite its potential, generative AI also presents challenges, particularly in ethical considerations, data privacy, and the need for regulatory frameworks. Currently, the field is in a rapid state of evolution, with ongoing research focused on refining AI capabilities while addressing these concerns, thereby setting the stage for its broader and more responsible integration into society. Therefore, in this paper we introduce innovative teaching techniques and methods, utilizing generative AI for cybersecurity education. We further explore the novel challenges introduced by generative AI, including issues related to privacy, data ownership, transparency, and other associated concerns, underscoring the need for comprehensive solutions.

2. Related Work

Since the initial release of ChatGPT on November 30, 2022, there has been a significant increase in commercial generative AI (Lock, 2022). As of today, each generative AI service, continuously improving, provides its unique strengths. For instance, Google Bard, Microsoft Copilot (based on the GPT-4 model), and ChatGPT 4.0 have live connections to the internet, enabling them to query up-to-date information (Lanz, 2023). Recent advancements in AI services have led to enhanced capabilities, including the integration of external URLs, files, and attachments, along with the recognition and generation of images. These developments markedly extend the functional scope beyond that of earlier AI services, illustrating significant progress in the field. Generative AI can sometimes ‘hallucinate,’ meaning it can generate information that appears to be correct but isn’t. This aspect of AI highlights the need to be cautious about trusting the information it produces without verification. Therefore, Microsoft Copilot, with its internet access and hyperlinked sources, demonstrates that it can provide content without hallucinating, unlike Google Bard and the ChatGPT models (Motlagh et al., 2023). Google Bard and ChatGPT 3.5 are quite similar in their conversational capabilities, except ChatGPT 3.5 cutoff date now being January 2022. Conversely, advanced AI services, such as ChatGPT 4, offer the functionality for users to develop customized models. This feature enables educational practitioners to fully leverage its capabilities by designing personalized tutors for their classrooms, available at a monthly subscription.

AI’s impact on education has been broadly explored by other scholars, while few explore the capabilities it could have in Cybersecurity. Aris, et al. (2022) canvas over 5000 papers, searching for papers that could supplement or substitute existing cybersecurity curriculums. From their initial section, they were able to narrow their results to 4120 including AI terminologies that were capable of addressing complex issues in cybersecurity. A random sampling of 300 papers further showed that greater than 19% of the selected materials could be integrated into current curricula to align with cybersecurity advancements. Surprisingly, there are also few massive open online courses (MOOCs) that explore the application of AI in cybersecurity compared to existing courses, demonstrating a deliberate need for work that expands on AI educational capabilities when partnered with cybersecurity (Laato, et al., 2020).

Ouyang & Jiao (2021) share three different learning models in “Artificial Intelligence in Education: The three paradigms.” First, they introduce the AI-directed, learner-as-recipient, which directs the students’ learning pathways. The learner will follow the educational goals to achieve the goals set by the AI. The second is AI-supported, learner-as-collaborator, which allows the student to collaborate with the system to focus on their learning process. Last is AI-empowered, learner-as-leader, where AI assists students and teachers by providing a great degree of transparency, accuracy, and effectiveness. It supports the student who takes charge of their learning while ensuring an efficient learning environment while reflecting the ideal goal of AI in education, augmented human intelligence, capability, and potential.

Privacy concerns are particularly critical and cannot be overlooked due to the prevalent opacity in AI development, especially in sensitive sectors like healthcare and finance. Specifically, Marks and Haupt (2023) highlighted that chatbots often fail to adhere to the United States’ Health Insurance Portability and Accountability Act (HIPAA), underlining significant compliance challenges in the integration of AI within regulated industries. If users such as doctors were to share patient information to come to a diagnosis, this information could be accidentally or purposely revealed, sharing potentially confidential information. Compromised AI could result in significant breaches of compiled information resulting in identity theft, financial fraud, compromise of sensitive company information, and varying other types of data theft based on generative AI models and usages such as educational source materials or student information. Another identifiable concern includes the attackers’ ability to infer people-specific information such as biometric data (Santos & Radanliev, 2024).
3. Al-Augmentation in Cybersecurity Education

3.1 Up-to-Date Class Materials

While the demand for cybersecurity continues to rise, the dynamic nature of the cybersecurity field leads to the frequent emergence of novel issues and incidents. Within traditional teaching frameworks, instructors encounter substantial challenges when it comes to providing up-to-date, well-coordinated materials and examples, particularly when multiple instructors engage in teaching the same course. This situation can affect the quality of the course’s learning outcomes. Moreover, these challenges become more pronounced in interdisciplinary courses compared to those focused on a single discipline, because of the heightened complexity arising from the need to cover a range of course materials, diverse student backgrounds, varying skill levels, and different student expectations—all within the constraints of a fixed teaching and learning schedule. To address these challenges, teaching techniques and methods, blended with innovative technologies such as generative AI or large language models (LLMs) can be utilized to empower the educational environment. The augmented learning environment would be able to provide dynamically generated and up-to-date classroom material for a student-personalized learning environment. As classroom technical capabilities are enhanced, students and instructors will be better equipped to efficiently extract key insights from resource-intensive materials.

3.2 Automated Grading and Feedback

By augmenting classroom education, it can increase the quality and efficiency of education. Cardon, et al. (2023) further discuss AI augmentations in the classroom such as reducing teacher workload by recommending lesson plans that fit teacher needs, revealing student patterns, and assisting in grading and performance feedback. Feedback could be further enhanced by continuously feeding student activities into the classroom AI, allowing to offer increasingly fine-tuned feedback (Felix, 2020). In ideal collaborative environments, AI would not only help online instructors with course and student management, but personalized assistance for hard-to-understand coursework (Paiva & Bittencourt, 2020). Generative AI can be utilized to increase the in-depth evaluation of a student’s work, exam performance, and to personalize a student’s learning experience can increase the learning experience of a student while also reducing the time required for a student to process the information. At the same time, it enables teachers to have greater student interactions by allowing them to devote more time and energy to their students, increasing student aptitude and the development of morality and intellectual qualities (Alam, 2022).

3.3 Personalized Learning Environment

Students within an AI-augmented educational environment would benefit from a highly personalized and efficient learning experience. It offers dynamically generated, relevant class materials tailored to individual learning styles, enhancing understanding and engagement. It supports research project development and career discussions, providing streamlined access to critical thinking and analytical skills. Automation of routine tasks like lecture and discussion summaries allows students to focus on deeper learning aspects. The interactive and inclusive environment caters to diverse learning needs, including language support and accessibility features for international and special needs students. When it comes to augmenting AI in the classroom, it’s important to identify the needs of the students and how you want to empower the classroom. We found that generative AI, especially ChatGPT, has numerous learning enhancement capabilities such as personalized tutoring that includes clarifying student misconceptions by adapting them to their level of understanding, automated essay grading capabilities (if trained), a conversational interactive learning environment, and adaptive learning capabilities that can adjust teaching methods based on student performance and progress and adjust the difficulty accordingly (Baidoo-Anu & Owusu Ansa, 2023).

3.4 Interactive Hands-on Lab Environments

AI-augmented education has the potential to offer students interactive, hands-on learning experiences in the field of cybersecurity, enabling them to engage deeply with the material and apply theoretical knowledge in practical scenarios. Alexander, et al. (2023) explore the capabilities that a lab environment designed around Integrity, Confidentiality, and Equity (ICE) can do for students. Labs can be designed to formally introduce students to how AI could be exploited by an adversary within a controlled setting (ensuring that the real-world computing environments remain unaffected by lab activities), through techniques such as deep reinforced learning penetration testing which would demonstrate how AI could attack a network through various tools,
granting the capability for students to study different penetration test attack vectors on virtual network topologies (Beuran, et al., 2022).

3.4.1 Network Attacks

The AI-augmented platform simulates intricate cybersecurity scenarios, such as identifying and exploiting vulnerabilities in a fictional company's network or defending against a simulated DDoS (Distributed Denial of Service) attack. As students navigate these challenges, AI-driven systems dynamically adjust the difficulty and complexity of tasks based on their performance, ensuring tailored learning experiences. For instance, a student successfully identifying a SQL injection flaw might be presented with a more complex cross-site scripting (XSS) challenge. Personalized feedback is provided in real-time, highlighting the student's strengths while identifying areas for improvement. This dynamic, engaging learning model promotes a deeper understanding of cybersecurity principles, improves practical skills, and prepares students for real-world situations they will encounter in their profession.

3.4.2 Jailbreaking

Jailbreaking labs can teach how to bypass model restrictions to gain greater control over the outcomes of their prompts. Jailbreaking methods such as the “Do Anything Now” (DAN), SWITCH, or CHARACTER Play method can enable students to circumvent inherent model restrictions, enabling them to experience generating phishing emails, or even splices of code from popular malware attacks such as WannaCry or Ryuk (Gupta, et al., 2023). The DAN Method requires you to execute a master prompt that bypasses the safeguards of a model such as ChatGPT. The SWITCH Method requires instructing a model to completely alter its behavior, transitioning between metaphorically “good” and “bad” states. Lastly, the CHARACTER Method involves instructing the AI to model as a character, for example, a sibling. This leverages a model's roleplay capabilities as students attempt to get the prompt answer they desire, such as the generation of a phishing email (Gupta, et al., 2023).

3.4.3 Phishing Email Analysis

Phishing emails can be generated by AI seamlessly with perfect grammar, undetectable by the common person. A new curriculum designed to expose students to AI-generated phishing attacks could highlight the methods social engineers utilize to generate phishing emails. It could also expose students to detection technologies, such as a reactive AI that screens network traffic for suspicious emails. Additionally, it could incorporate a unique interactive cyber awareness activity where students themselves perform phishing attacks within simulated environments. This prepares students by teaching them to recognize next-generation phishing attacks based on their seemingly perfect language and structure, unlike current attempts which are easily identifiable by poor grammar. This activity helps to ensure they promote AI to bolster conventional cybersecurity (Ansari, et al., 2022). Students can even explore how past cyber attacks could be potentially replicated by AI thanks to how LLMs are trained, exposing them to a wide variety of malware attacks that they could be responsible for thwarting in their future enterprises.

3.4.4 Other Hands-on Labs

An AI-augmented learning environment can significantly enhance the educational experience in a diverse array of labs to cover both foundational concepts and advanced applications, including password cracking, malware analysis, digital forensics, incident handling, policy development, cryptography, blockchain/cryptocurrency, deep packet inspection, traffic analysis, and others. The cutting-edge cybersecurity technologies and methodologies in a controlled lab environment can enhance the learning experience by providing an advanced hands-on environment for analysis and simulation with real-time feedback and assessment. Furthermore, students would learn about the impacts of deep learning algorithms on equity and its susceptibility to biases related to factors such as income, education, race, and gender. They could further explore the resulting differences driven by these factors (Alexander, et al., 2023).

3.5 Simulations and Real-world Application

AI introduces a very unique capability when it comes to assessment capabilities. Instructors could explore student-based generative simulations. In these simulations, students are provided with a baseline incident and work through resolving the incident and identifying how they would prevent future incidents. Other simulations could include network traffic, pen-testing, or other role-playing simulations such as incident response to a data
breach. This would enable students to explore text-based simulations for past, or even future security breaches and help them decide how they would coordinate and lead an incident response team.

Instructors can also assign AI-Capture the Flag (CTF) assignments, examining how students approach CTF competitions and enabling them to test their human AI capabilities in a real environment, exposing them to real vulnerabilities that AI can take advantage of. By modeling CTF competitions, students would learn how to utilize AI to find and exploit targeted vulnerabilities to capture the “flag” or target. Many of these challenges would require students to jailbreak their chosen AI unless it’s a personalized AI that is provided with heavy limitations, or even developed by the student if it's within their capabilities. One study examined the utilization of Generative AI in a CTF competition. By jailbreaking ChatGPT, Tann, et al. (2023) were able to execute the shell shock/brute force attacks and accomplish many of the checkpoints within the competition. Similarly, instructors can develop their curriculum around a similar environment that demonstrates AIs' offensive and defensive capabilities within the networked environment.

4. Challenges and Discussion

Regardless of the benefits introduced because of an AI-augmented environment, we need to be conscious of the many challenges as well. These challenges include concerns with data quality, bias, privacy, content ownership, and transparency among many other concerns that industry experts have identified. Introducing AI into a network creates additional attack vectors because of the large amounts of data involved in its creation, utilization, and administration (Michael, et al., 2023).

In particular, the lack of integration of AI into cybersecurity education risks leaving students inadequately prepared to navigate the competitive challenges inherent in an AI-infused cybersecurity landscape. However, there is a concern that students might become excessively dependent on AI for tasks ranging from simple essay writing to engaging in other tasks. This overdependence could result in students bypassing crucial learning opportunities that are uniquely available within the classroom setting. Instructors should also find a balance involving AI classroom behavior, and how its role will impact the outcomes of their educational derivatives (Hwang, et al., 2020).

Incorporating generative AI into cybersecurity brings to the forefront significant privacy and ethical dilemmas. The technology’s ability to analyze and synthesize data for security purposes involves handling sensitive information, which raises concerns about privacy breaches and data misuse. Ethical quandaries also emerge from the AI’s decision-making processes, which, although designed to enhance security, could inadvertently infringe on individual rights or exhibit biases, leading to unfair treatment or outcomes. The potential misuse of generative AI by malicious actors to craft advanced cyber threats adds another layer of ethical complexity, challenging the integrity of cybersecurity measures. Moreover, the opacity often associated with AI algorithms exacerbates these issues, as it hinders the ability to ensure accountability and fairness in AI-driven actions. Addressing these privacy and ethical issues is crucial, necessitating a balanced approach that leverages AI’s cybersecurity benefits while safeguarding against its potential to harm or infringe upon ethical standards and privacy norms.

Threat actors such as State-Sponsored threats, Hacktivists, Cybercriminals, and terrorists, even social engineers will take advantage of the capability that AI introduces. Students need to learn how to use AI similarly to identify weaknesses in their network. It will take an AI to deter an AI because humans are unable to keep up with its data processing capabilities. Through bolder exposure to AI in cybersecurity education, we can steadily prepare for when offensive AI becomes a common threat to our networks.

We also need to ensure that AI is fair and unbiased when it involves educational capabilities. Humans must also retain the ability to make the final decision in the appropriate course of action (Cardona, et al., 2023). With proper and effective applications, an AI-augmented approach enables instructors and students to enhance their teaching activities and course management with minimal technical expertise.

Furthermore, experts are constantly publicizing AIs' data ownership issues are just the tip of the iceberg, particularly with data ownership (Alam, 2022). For instance, when data is inputted into the system for prompting, it becomes a permanent part of the AI database. This raises the critical question of data ownership: Who retains the rights to the information once it is integrated into the AI's repository? As the use of generative AI expands, there is a corresponding increase in complex issues related (Holt, 2023; McCallum, 2023; Roulette, 2023).
The integration of AI in education can transform classrooms by shifting from traditional knowledge-based testing to a focus on knowledge-location testing. This transition is not without its challenges, particularly due to AI’s propensity to produce plausible yet incorrect information. Knowledge-location testing aims not only to ensure that students can verify their information sources but also to cultivate essential skills such as critical thinking and decision-making. Moreover, AI can revolutionize assessments by providing immediate feedback on submitted work, thereby enhancing the learning experience, improving outcomes, and alleviating the workload of educators. This allows them to dedicate more time and energy to other tasks. For example, Cope et al. (2020) and Hooda et al. (2022) discuss AI’s potential in education, while Baidoo-Anu and Owusu Ansah (2023) specifically note that ChatGPT reduced the time teachers and teaching assistants (TAs) spend on exam-related tasks from 20 hours for exam creation and 10 hours for grading to just 10 and 5 hours, respectively.

Today, different organizations may address AI challenges in different orders of priority. Educational institutions may see data transparency and ethics as a higher priority in contrast to another organization or industry which may highlight data privacy as the priority. Educational Institutions that plan to utilize AI in their educational curriculum should detail how the student's data will be utilized if it will be utilized to train and develop a university AI assistant to augment the classroom environment (Borenstein & Howard, 2020). Presently, organizations around the world are developing reports on the ethics of AI and technical system recommendations that surround the utilization and development of AI.

5. Conclusions and Future Work

In the evolving landscape of cybersecurity, the influence of artificial intelligence (AI) is undeniable. This paper addressed that cybersecurity education programs must incorporate AI to adequately prepare students for the imminent challenges within the field. The absence of AI-focused training in current curricula could hinder students' ability to compete effectively in an environment increasingly dominated by AI technologies. By integrating AI principles and applications into cybersecurity education, institutions can foster a generation of professionals capable of navigating and contributing to the AI-enhanced cybersecurity domain. We addressed the innovative capabilities that an AI-augment cybersecurity education introduces, particularly the capabilities to enhance an educator’s techniques and methods. By exploring the novel challenges of generative AI, such as data ownership, privacy concerns, transparency, and other identified concerns, we can prepare future professionals and educators to develop solutions for present concerns.

Generative artificial intelligence is poised to revolutionize processes across multiple industries and sectors in society, including education. While it certainly poses its unique challenges compared to historical technology trends, it has demonstrated it is a unique catalyst for many positive changes. Its potential in augmenting education is immense, seeking to enhance classroom outcomes and derivatives for both teachers and students alike. When we consider its capabilities in cybersecurity education, AI demonstrates the potential to demonstrate its data processing abilities to students through lab-based environments demonstrating the potential of AI-augmented systems such as Intrusion Detection and Prevention systems, pen-testing software and interfaces, and network incident response. Furthermore, it exposes students to the capabilities of a dynamic learning experience. Instead of a standard exam based on multiple choice and short answers, students could work through text-based simulations of cybersecurity incidents similar to those of the real world, allowing them to exercise their knowledge in thought-provoking manners, improving educational outcomes. It's important to acknowledge the challenges that introducing AI could have to education, including ethical concerns that involve matters such as data privacy and transparency. Nonetheless, we should strive to embrace the capabilities that AI introduces to cybersecurity education. By embracing the capabilities of AI, we empower students to navigate a future where AI isn't just simply a tool, but a necessity for network defense. However, malicious users utilizing AI will have an unbelievable advantage over a network not reinforced by similar systems. We must seek to theorize and discover how to properly approach and utilize AI in future curricula as its capabilities in a learning environment are only limited by the end users. By integrating AI into cybersecurity education, we can significantly enhance the preparedness of emerging cybersecurity professionals, equipping them with the necessary skills and foresight to effectively navigate the complex AI-driven landscapes they will encounter in their future roles across public, private, and national security domains.
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