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Abstract: Vulnerability management is a critical industry activity driven by compliance and regulations aiming to allocate best-fitted resources to address vulnerabilities efficiently. The increasing number of vulnerabilities reported and discovered by a diverse community results in varying quality of the reports and differing perspectives. To tackle this, machine learning (ML) has shown promise in automating vulnerability assessments. While some existing ML approaches have demonstrated feasibility, there is room for improvement. Additionally, gaps remain in the literature to understand how the specific terminology used in vulnerability databases and reports influences ML interpretation. Large Language Model (LLM) systems, such as ChatGPT, are praised for their versatility and high applicability to any domain. However, how well or poorly a state-of-the-art LLM system performs on existing vulnerability datasets at a large scale and across different scoring metrics needs to be clarified or well-researched. This paper aims to close several such gaps and present a more precise and comprehensive picture of how ChatGPT performs on predicting vulnerability metrics based on NVD’s CVE vulnerability database. We analyze the responses from ChatGPT on a set of 113,228 (~50% out of all NVD vulnerabilities) CVE vulnerability descriptions and measure its performance against NVD-CVE as ground truth. We measure and analyze the predictions for several vulnerabilities in metadata and calculate performance statistics.
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1. Introduction

Gathering vulnerability information is crucial for cybersecurity as more attacks occur yearly. Automation is required as the attacks have also become automated; thus, a robust, up-to-date, and information-rich database is mandatory for automated tools to function. The National Vulnerability Database (NVD) is the de facto database in the industry, and it does an avid job of disseminating and cataloging information about software vulnerabilities. The more common knowledge about security vulnerabilities, the greater the chance of mitigating potential security risks. The rapid evolution of the cybersecurity landscape has launched demands for robust vulnerability tracking systems; thus, the ground truth data for these systems must be as good as possible.

NVD CVE database is generally of high quality and acts as a ground truth in our (and many others) studies. However, it still suffers from inherent data quality issues, as highlighted by recent works by Anwar et al. (2022), Dong et al. (2019), and Kuehn et al. (2021), and this may indirectly affect any studies and comparisons to where it is used as a ground truth. At the same time, to the best of our knowledge, there is no better and more curated ground truth for vulnerability information than NVD CVE.

Large language models (LLM), such as GPT-4 by OpenAI, can sift through large text datasets quickly and efficiently. By leveraging machine learning algorithms, LLMs can analyze patterns and extract insights from various sources, contributing to a more comprehensive and accurate vulnerability database or accelerating the attempts to improve the database manually. Despite the potential benefits, it is essential to approach the integration of LLMs cautiously. However, it should be acknowledged that the quality of LLM results can vary, as inaccuracies, biases, limited data, and data poisoning during the training may impact the model’s performance. Therefore, it is crucial to implement mechanisms for validation and verification to ensure that the information provided by LLMs aligns with established cybersecurity standards and experts’ opinions. Enhancing the quality of the NVD requires effort. Incorporating LLMs to harness the power of advanced language processing may be the way forward for the NVD dataset.

Our primary focus is to address critical gaps and comprehensively assess ChatGPT’s performance using NVD’s widely recognized CVE vulnerability database. In our experiment, we test how well ChatGPT predicts Common Weakness Enumeration (CWE), Common Vulnerability Scoring System (CVSS), and Common Platform
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Enumeration (CPE) based on the vulnerability description from the NVD database. We compare the predictions against the ground truth from the NVD database.

In summary, we attempt to bridge some research field gaps and provide insights into qualitative and quantitative performance metrics of ChatGPT when applied to CVE and vulnerability reporting. To the best of our knowledge, this work is the first of its kind and of this scale of ChatGPT applied to CVEs.

The findings indicate that ChatGPT could have performed more robustly in certain aspects, raising questions about its suitability for fully automated and autonomous AI-based vulnerability management systems. As we discuss the challenges inherent in this research, we underscore the importance of addressing these limitations.

Our main contributions to this work are as follows:

1. We collect and evaluate ChatGPT GPT-4 qualitative and quantitative performance metrics over 33,197 NVD CVE entries.
2. We process the results using multi-metrics analysis.
3. We provide key insights and takeaways on what it means for automated cybersecurity and where ChatGPT's blind spots for CVEs.
4. We release the finalized dataset as open data under FAIR Data Principles and permissive licensing.

2. Experiment and Data Setup

In this section, we briefly present our experimental and data setup. The main components of our experiments are NVD CVE recent database subset (Section 2.1), ChatGPT queries and responses (Section 2.2), and statistical metrics for qualitative performance analysis (Section 2.3).

2.1 CVE Dataset Setup

The NVD CVE database is the standard vulnerability database used by organizations and individuals worldwide. It is also open-source and free of cost. To fetch the latest and complete NVD CVE database, we employed FastCVE by "Binaré Oy" (2023). FastCVE is an open-source, highly reliable, and efficient alternative to well-known cve-search, which did not support the latest NVD API usage shift when our experiments started.

The official NVD CVE database contains 222,982 entries as of the submission of this paper. For our NVD dataset snapshot, we queried FastCVE for "7,000 random entries" for each year between 2002–2023 and limited the total to 115,000. The choice of 7,000 entries/year comes from practical considerations such as budgeting (e.g., cumulative costs of ChatGPT API queries) and timing (e.g., getting ChatGPT results for a query take up to 60 seconds, queries from the same account cannot be parallelized, ChatGPT service downtime). Since not all earlier years had at least 7,000 CVE entries and we removed "rejected" entries before submitting them, we ended up with 113,228 entries to query ChatGPT, more than 50% of the entire NVD CVE database.

However, not all 113,228 entries are fully specified in the NVD CVE database. For example, 32,616 entries lacked a proper and relevant CWE value. Instead, they had "NVD-CWE-Other" or "NVD-CWE-noinfo", which we did not match against the ChatGPT data. Moreover, "NVD-CWE-Other" or "NVD CWE-noinfo" are generally useless noise as they are irrelevant for any meaningful comparison, as they convey no additional information compared to entries missing CWE altogether. Also, entries typically have either CVSS v2, v3, or v3.1 information and not necessarily more than one of them. However, there are some exceptions, of course. Nevertheless, we ended up with 107,378 entries with CVSS v2 score, 47,200 entries with CVSS v3 (i.e., v3.0 and v3.1 combined) metrics, and 80,612 with properly assigned CWE.

2.2 ChatGPT Setup

For this experiment, we have enabled a paid ChatGPT-4 API key. All results were served by the ChatGPT model version gpt-4-0613. In API query terms, we set ChatGPT with the following prompt:

```python
messages = [
    {
        "role": "system",
        "content": "You are a cybersecurity expert. Do not look up any vulnerability databases such as NVD. You will be provided with a bug description. Provide a fitting CWE, CVSS version 2, and version 3 with",
```
exact numbers and EPSS score as a response without any other text. Please also try to give a matching CPE to this bug. Parse the result as a JSON.

},
{"role": "user", "content": prompt},
]

Subsequently, we iterated over each CVE entry in our snapshot dataset and supplied the CVE description text and the prompt above to the ChatGPT APIs. Naturally, we collected and stored the response for each query for later offline analysis and processing.

2.3 Statistical Metrics

We rely on statistical metrics to compare the qualitative performance of ChatGPT versus the NVD CVE database (NVD as ground truth). Since these metrics are tailored to evaluate distinct aspects of the data-model relationship Hodson (2022), narrowing the comparison to only one or two metrics diminishes the breadth of insights that can be extracted from the analysis. Such limitations on several metrics may constrain the potential discoveries derived from modeling studies. As recommended by several studies (e.g., Jackson et al. (2019)), employing a diverse set of metrics enables acquiring a broader range of insights and understanding of the data relation and observable phenomena Liemohn et al. (2021). We employed core Python, scikit-learn Pedregosa et al. (2011), and NumPy Harris et al. (2020) libraries for all our metric calculations.

– MAE (Mean Absolute Error) measures the average skew of the predictions to the actual values using the same units and dimensions as the original values.

\[
MAE = \frac{1}{N} \sum_{i=1}^{N} |GT_i - Pred_i|
\]

– MSE (Mean Squared Error) measures average error but penalizes more significant errors than smaller ones. It uses squared units and squared dimensions of the target variables.

\[
MSE = \frac{1}{N} \sum_{i=1}^{N} (GT_i - Pred_i)^2
\]

– RMSE (Root Mean Squared Error) RMSE (Root Mean Squared Error) measures the average error of the predictions, but it penalizes significant errors more than smaller ones. It uses the same units and dimensions as the original values.

\[
RMSE = \sqrt{MSE}
\]

– MAPE (Mean Absolute Percentage Error) provides the average percentage error of the predictions as a relative measure.

\[
MAPE = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{|GT_i - Pred_i|}{GT_i} \right) \times 100
\]

– R-squared (Coefficient of Determination), in our case, is a metric to see how well ChatGPT predicts the required values (dependent variable) based on the vulnerability description (feature vectors from the text are independent variable). In the context of model performance, R-squared has its limitations and should be considered alongside other evaluation metrics.

\[
R^2 = 1 - \frac{\sum_{i=1}^{N} (GT_i - Pred_i)^2}{\sum_{i=1}^{N} (GT_i - MeanGT)^2}
\]

– The Pearson Correlation Coefficient measures the linear relationship between the ground truth and the predictions. A score of one means perfect positive correlation, and zero indicates no linear correlation.
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Together, these metrics provide a comprehensive evaluation of a model’s performance from different perspectives, and each metric comes with its own set of advantages and disadvantages (Mamun et al., 2020). MAE, RMSE, and MAPE are generally more interpretable and easy to communicate to non-technical stakeholders, making them suitable for practical applications. Pearson Correlation measures the association between variables, while MAE, MSE, RMSE, and MAPE quantify the error between predicted and actual values. Pearson Correlation is not sensitive to outliers, while MAE and MAPE are less sensitive than MSE and RMSE. R-squared provides insights into the model’s overall goodness of fit, with higher values indicating better explanatory power (Chicco et al., 2021). Researchers and analysts often use a combination of these metrics to understand a model’s strengths and weaknesses comprehensively.

3. Results and Analysis

In this section, we present our main results and their analysis. Figures 1 and 2 summarize the ground truth data from the NVD database for CVSS v2 and v3, respectively. These Figures show that not all entries have all metrics assigned, which is a problem in data quality. Of course, older entries do not have the newer CVSSv3 metrics, but all should have at least one or the other. Figures 3 and 4 disclose the results from ChatGPT predictions for CVSS. We also highlight the number of entries that have both ground truth and prediction data available. Figure 5 showcases the prediction results for CWE and CPE data. We analyze and interpret the statistics of ChatGPT’s prediction of CVSSv2, CVSSv3, CWE, and CPE separately and independently below. Figure 6 includes the results of our statistics, explained in Section 2.3, for CVSSv2 and CVSSv3 score, severity, and vector values.

![Figure 1: NVD: CVSSv2 ground truth](image1.png)

![Figure 2: NVD: CVSSv3 ground truth](image2.png)

![Figure 3: GPT vs. NVD: CVSSv2 results](image3.png)

![Figure 4: GPT vs. NVD: CVSSv3 results](image4.png)

![Figure 5: GPT vs. NVD: CWE and CPE results](image5.png)
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Figure 6: Summary of statistics

For the CVSS scores, we aimed to match the exact score (i.e., 0.0 – 10.0). Only then would the prediction be positive. The severity metric would better indicate “close enough” scores, as all the severity values are a range of scores. We got the severity values based on the scores from the ground truth and the ChatGPT predictions and translated the severities from words to a “value” from 0–2 for CVSSv2 (low, medium, high) and 0–3 for CVSSv3 (low, medium, high, critical), respectively. With these values, we can calculate statistical metrics and errors. For the CVSS vectors, we also checked for an exact match (case we marked as true directly). However, we also studied the accuracy of ChatGPT to predict individual metrics for each scoring system to see which vector metric caused ChatGPT the most issues. We used a "value" system (0...N), similar to the severity statistics above. The CVSSv2 results (Figure 3) show that ChatGPT predicted the exact score 35% of the time, which is not ideal but surprisingly good because of the exact score requirement (i.e., 101 distinct possible values, 0.0 – 10.0). However, the severity was correct only 61% of the time, which is far from being qualitatively acceptable as only three values in the range in CVSS v2 (low, medium, high). CVSSv2 vectors were matched identically 44% of the time, which seems promising. The base score is calculated from the vector; however, we have far fewer predictions for the vectors than the scores. Thus, at this point, we cannot draw many conclusions on whether ChatGPT has any correlation between the predictions. As for the individual CVSSv2 vector values (Figure 6: CVSSv2 Vector), our statistics would indicate that the Access Complexity and Authentication metrics are usually correct. These metrics are far more frequently correct than the others, while the Availability impact score causes the most problems for ChatGPT.

On average, the CVSSv2 score predictions (Figure 6) were off by 1.29 points (MAE), which is certainly big enough to cause severity to be wrong. CVSS v2 MSE and RMSE were 3.35 and 1.83, respectively, indicating that some prediction errors were way off. The MAPE value of 28.1% means that, on average, the predictions are off by approximately 28.1% in percentage terms, which is relatively high. The R-squared value of 0.18 is ideally not great; however, the Pearson Correlation Coefficient is better at 0.60. Nevertheless, the ChatGPT performs better.
than the random mean but does not fit well. For CVSSv2 severity, ChatGPT was off by 0.41 points (MAE) on average, which is quite a decent result. The statistics show that ChatGPT’s performance is moderate; however, nowhere near precise enough for cybersecurity applications similar to the test.

With CVSSv3 (Figure 4), considerably less completely valid data was available than with CVSSv2. This is because we have taken entries from each year since 2002, and the effort to add v3 metrics to older entries seems nonexistent; thus, NVD-CVE ground truth misses a lot of CVSSv3 data. ChatGPT CVSSv3 predictions were similar to CVSSv2 with a 39% correct score, and the event was slightly better than v2 for the v3 severity at 65% correct predictions. Predicting CVSSv3 vectors proved problematic for ChatGPT, with only 20% being entirely correct. However, v3 has more metrics in the base score vector than v2. Therefore, this lower performance in v3 vector prediction is intuitively expected but discouraging. As for vectors (Figure 6), scope and attack complexity performed the best. This is expected as they only have two values to set. The user interaction metric also has two values but still performs worse. The attack vector exploitability metric was the worst metric from the predictions.

The CVSSv3 score predictions (Figure 6) were off by 0.94 points (MAE), which is considerably better than the v2 scores. MSE and RMSE were 2.02 and 1.42, respectively, significantly better than the v2 statistics, indicating that the false predictions were closer to the ground truth overall. The MAPE value of 15.0% is also almost half of the v2 score. The R-squared value of 0.27 is still relatively low, although also better than v2, while the Pearson Correlation Coefficient was raised to 0.67. Based on the data, ChatGPT is fitting predictions better for the v3 than the v2 scores. Nevertheless, even the v3 results are far from acceptable as is. For CVSSv3 severity, ChatGPT was off by 0.41 points (MAE) on average.

The overall better performance for v3 severity over v2 predictions could be interpreted to be because of any of the following reasons: either due to a more extensive, more convergent set of 103,703 (CVSSv2) vs. 44,401 (CVSSv3) or due to better finetune of ChatGPT towards predicting CVSSv3 scores as this CVSS version is being more actively used in reports over the last decade.

For the CPE metrics (Figure 5), we parse the CPE result of ChatGPT. If the CPE is valid, we query FastCVE for CVEs present in that CPE. The result is true if the CVE we are processing is on that list. For CWE metrics, we check if the ground truth and the ChatGPT results match, and we do this only if the ground truth has a valid value, i.e., values that are not NVD-CWE-other nor NVD-CWE-noinfo. The results indicate that ChatGPT produced the same CWE as the ground truth in 56% of the valid cases and a valid-and-correct CPE in 71% of the entries. It is good to note that the CPE predictions also suffered from varying responses and non-valid predictions, as presented in Section 3.1. The results are not exceptional, but a solid foundation for improvements. We must remember that the ground truth descriptions may not always be fully representative as they seem to add more information to the metadata rather than a complete description of the vulnerability. Nevertheless, we leave exploring the quality of the descriptions as future work.

### 3.1 Samples of Chatgpt Responses Posing Challenges

CVE databases, including NVD, have many quality and completeness issues (Section 2.1). ChatGPT responses are no exception to this rule, despite the intuitive expectation that the platform would reply in a more uniform and standardized manner.

Below, we provide the most commonly seen variations of the output format response from ChatGPT for the requested CVSSv2 information. Such variations pose challenges for automated data processing and data normalization. Therefore, handling and normalizing such responses carefully and on a case-by-case basis is required.

1. "CVSSv2": "AV:N/AC:L/Au:N/C:P/I:P/A:P (7.5)" → "vector (score)"
2. "CVSSv2": "7.5 (AV:N/AC:L/Au:N/C:P/I:P/A:P)" → "score (vector)"
3. "CVSSv2": "AV:N/AC:L/Au:N/C:P/I:P/A:P (7.5 – High)" → "vector (score - severity)"
4. "CVSSv2": {"Score": 7.2,"Vector": "AV:L/AC:L/Au:N/C:C/I:C/A:C"} → {"Score": <float>, "Vector": vector}

**NOTE:** first-capitalized sub-keys

**NOTE:** "Score" as a raw/native FLOAT 7.2

5. "CVSSv2": {"score": 4.3,"vector": "AV:N/AC:M/Au:N/C:N/I:P/A:N"} → { score: score, "vector": vector}
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NOTE: lowercase sub-keys

NOTE: "score" as a raw/native FLOAT 7.2

6. "CVSSv2": "AV:N/AC:L/Au:N/C:P/I:N/A:N" → "vector", "CVSSv2_Score": "5.0" → "score"

NOTE: separate main keys

7. "CVSSv2": {"Base Score": "7.8", "Vector": "(AV:N/AC:L/Au:N/C:N/I:N/A:C)"} → { "Base Score": STRING, "Vector": vector},

8. "CVSSv2": {"Base Score": 7.8, "Vector": "(AV:N/AC:L/Au:N/C:N/I:N/A:C)"} → { "Base Score": FLOAT, "Vector": vector},

NOTE: "Base Score" as a raw/native <float> 7.8 as opposed to string variant "7.8" in most other cases

9. "CVSSv2": "AV:N/AC:L/Au:N/C:C/I:C/A:C" → "vector"

NOTE: no score

10. "CVSSv2": {"Base Score": "7.5", "Impact Subscore": "6.4", "Exploitability Subscore": "10.0"},


NOTE: vector required to be constructed (we do not)

11. "CVSSv2": {"Base Score": "5.0", "Impact Subscore": "2.9", "Exploitability Subscore": "10.0", "Vector": "AV:N/AC:L/Au:N/C:N/I:N/A:P"} → { "Base Score": score, "Vector": vector},

NOTE: more data than expected (sometimes contradictory!)

12. "CVSSv2": "7.5", -> "score"

NOTE: no vector

4. Related Work

Several papers about the applicability of ChatGPT for cybersecurity have been released since the release of ChatGPT in 2023.

Liu et al. (2023) evaluate the performance of ChatGPT in Vulnerability Description Mapping (VDM) tasks and investigate the application of closed-source LLMs in real-world security management scenarios – ChatGPT shows promising results. However, it does not threaten the crucial role of security engineers in the domain of vulnerability analysis. Naito et al. (2023), ChatGPT, when provided with vulnerability-related information and asset management data, can generate an effective high-threat test attack path, including specific vulnerability details like CVEs. Our work builds upon the efforts of Liu et al. (2023) and Naito et al. (2023) by investigating if ChatGPT can enrich the vulnerability databases for a more complete cataloging of known vulnerabilities.

The use of LLMs, such as ChatGPT, has also raised concerns. Kalla & Kuraku (2023) verify the potential benefits of utilizing ChatGPT in the context of cybersecurity by discussing the advantages, disadvantages, and risks associated with ChatGPT and artificial intelligence (AI) in cybersecurity. Hu & Chen (2023) also perform an analysis from a dimensional perspective on the cybersecurity opportunities (e.g., malware protection) and risks (e.g., privacy breaches) associated with ChatGPT-like information systems. Thoughtful consideration of its limitations and associated risks, including limited contextual understanding, generation of misleading information, and malicious exploitation, is essential in its implementation Kalla & Kuraku (2023). Potential misuse of generative AI tools by cyber offenders is also discussed in Gupta et al. (2023), outlining scenarios where adversaries could employ ChatGPT for various cyber attacks, including social engineering, phishing, automated hacking, and developing malware.

Al-Hawawreh et al. (2023) demonstrate how ChatGPT can be exploited to design and execute false data injection attacks on critical infrastructure, such as industrial control systems. Scanlon et al. (2023) evaluate the positive and negative effects of ChatGPT, specifically GPT-4, within the context of digital forensics. Scanlon et al. (2023) experimentally demonstrated that although ChatGPT holds considerable potential in digital forensic investigation, not all outputs from ChatGPT can be considered reliable. Thus, the essential role of human expertise remains crucial in the process. As the quality and accuracy of the data in the vulnerability databases are paramount, the concerns raised by the authors are of concern. The use of LLMs regarding cybersecurity must be explicitly justified.
Another avenue for cybersecurity enhancement by LLMs is to aid programmers by detecting possible vulnerabilities during code creation. Nair et al. (2023) investigated the essential strategies a designer must employ to leverage ChatGPT to produce secure hardware code. To conduct this investigation, the authors instruct ChatGPT to generate code scenarios corresponding to 10 common CWEs within the hardware design (CWE-1194) framework. Espinha Gasiba et al. (2023) conducted a brief experiment involving five distinct vulnerable code snippets derived from C/C++ and sourced from the Sifu platform. In over 60% of the provided code snippets, ChatGPT accurately identified issues in the source code and suggested effective solutions. Pearce et al. (2023) investigate the performance of five commonly used "off-the-shelf" LLMs in real-world security bug scenarios. Their experiments show off-the-shelf models can create security fixes in simple scenarios without extra training but face challenges in real-world situations.

It is clear that LLMs, such as ChatGPT, could help eliminate security vulnerabilities at their source (programming); however, they could also disseminate these bugs if the training data had issues at the time of training. Furthermore, LLMs could help cybersecurity experts find bugs in software and, crucially, help aid in vulnerability database entry creation.

5. Conclusion

To combat cyber threats, disseminating information on known vulnerabilities is crucial; thus, robust and available databases are required with as much metadata as possible for automated tools to function. As of early 2024, the NVD database is still lacking in metadata and suffers from data quality issues. LLMs, such as ChatGPT, are a quick way to enrich the data and, thus, provide more means to combat the threats. Our first-of-its-kind exploration of ChatGPT’s performance on the NVD CVE vulnerability database has provided valuable insights into the capabilities and limitations of LLMs in cybersecurity. While ChatGPT exhibited a level of helpfulness, it became apparent that as is, it needs to improve to trust the output rigorously. We have also discussed how to interpret our experiments’ results in detail. For example, based on current data, ChatGPT is fitting predictions better for v3 than v2 scores.

At this point, it is clear that LLMs such as ChatGPT cannot fully replace expert-based efforts such as NVD-CVE. And we do not recommend it’s use on this type of cybersecurity work without rigorous scrutiny of the output. Perhaps more research is required in the area of Small Language Models (SMLs) that are tailored as Domain Specific Languages (DSLs), for example, in areas such as technical cybersecurity, and we leave such explorations as immediate future work.
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