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Abstract: In the rapidly evolving field of artificial intelligence, machine learning (ML) and deep learning (DL) algorithms have
emerged as powerful tools for solving complex problems in various domains, including cyber security. However, as these
algorithms become increasingly prevalent, they also face new security challenges. One of the most significant of these
challenges is the threat of zero-day attacks, which exploit unknown and unpredictable vulnerabilities in the algorithms or
the data they process. This paper provides a comprehensive overview of zero-day attacks on ML/DL algorithms, exploring
their types, causes, effects, and potential countermeasures. The paper begins by introducing the concept and definition of
zero-day attacks, providing a clear understanding of this emerging threat. It then reviews the existing research on zero-day
attacks on ML/DL algorithms, focusing on three main categories: data poisoning attacks, adversarial input attacks, and model
stealing attacks. Each of these attack types poses unique challenges and requires specific countermeasures. The paper also
discusses the potential impacts and risks of these attacks on various application domains. For instance, in facial expression
recognition, an adversarial input attack could lead to misclassification of emotions, with serious implications for user
experience and system integrity. In object classification, a data poisoning attack could cause the algorithm to misidentify
critical objects, potentially endangering human lives in applications like autonomous driving. In satellite intersection
recognition, a model stealing attack could compromise national security by revealing sensitive information. Finally, the paper
presents some possible protection methods against zero-day attacks on ML/DL algorithms. These include anomaly detection
techniques to identify unusual patterns in the data or the algorithm’s behaviour, model verification and validation methods
to ensure the algorithm’s correctness and robustness, federated learning approaches to protect the privacy of the training
data, and differential privacy techniques to add noise to the data or the algorithm’s outputs to prevent information leakage.
The paper concludes by highlighting some open issues and future directions for research in this area, emphasizing the need
for ongoing efforts to secure ML/DL algorithms against zero-day attacks.

Keywords: Zero-Day Attacks, Machine Learning, Deep Learning, Security, Models

1. Introduction

Recent advances in machine learning (ML) and deep learning (DL) have revolutionized many areas, from natural
language processing through image data analysis to autonomous driving. However, these advances have also
brought with them new security challenges.

The most serious attacks are those that are unknown and thus unpredictable, called zero-day attacks (Vaisla
2014). Zero-day attacks are undiscovered security vulnerabilities that hackers can exploit to attack a system. The
term "zero-day" refers to the fact that the vendor or developer has only just become aware of the vulnerability
i.e. has exactly zero days to fix it. A zero-day attack occurs when hackers discover a bug before the developer
has a chance to fix it.

One of the most pressing areas is protection against zero-day attacks, which can target both the network
infrastructure and the ML/DL algorithms themselves. An important point in this context is therefore the need to
protect both the network infrastructure itself, through which the data flows, and the ML/DL algorithms that
provide the processing and evaluation of the data.

2. Zero-Day Attacks

In addition to the phrase zero-day, words such as vulnerability, exploit and attack are usually used. Thus, a zero-
day attack can be divided into the following areas (Kaspersky 2023)

e A'"zero-day vulnerability" is a software flaw that was discovered by attackers before the manufacturer
knew about it.

e "Zero-day exploits are a method hackers use to attack systems with undetected vulnerabilities.

e "Azero-day attack is the use of a zero-day exploit to corrupt or steal data from a system affected by
a vulnerability.
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2.1 Zero-day Attacks and ML/DL Algorithms

Zero-day attacks pose a challenge not only in protecting network infrastructure but also in protecting ML/DL
algorithms.

A zero-day attack path occurs when a multi-step attack contains one or more zero-day exploits. Early detection
of zero-day attack paths could enable early detection of zero-day threats. The authors (Sun et al. 2016) propose
a probabilistic approach to identify zero-day attack paths and try to implement a prototype system called
"ZePro". The "ZePro" system is based on a Bayesian network that is built on an instance graph. The system then
detects high-probability attack instances and creates zero-day attack paths. According to the research, the
system was able to effectively identify zero-day attack paths. The work of these authors (Sun et al. 2016) focuses
more on the zero-day attack path within the network traffic and does not directly address attacks on applications
on ML/DL algorithms. In her analysis, author did not find any work that addresses the identification of the path
of zero-day attacks directly on ML/DL algorithms.

Zero-day attacks pose a serious threat because they exploit vulnerabilities that have not yet been discovered or
patched. In the case of ML/DL algorithms, these attacks can cause significant breaches in the confidentiality,
integrity and availability of systems that often rely on these algorithms for their operation.

2.1.1  Existing Research

Currently, there are already several researches aimed at influencing ML/DL algorithms. For example, a collective
of authors (Biggio et al. 2013) have addressed zero-day attacks on Support Vector Machines (SVM) algorithms,
which are often used for data classification. In this work, the authors proposed methods by which attackers can
exploit vulnerabilities in SVM algorithms by creating so-called "poisoned" data that is embedded in a training
set. This poisoned data can lead to reduced classification accuracy and reliability, as well as dangerous errors in
the results. The authors of this paper also propose defense mechanisms against these attacks. Other research
focuses on DL algorithm attacks in natural language processing (Zhang et al. 2020). The authors of (Zhang et al.
2020) show how attackers can insert subtle modifications to input data to mislead models into making incorrect
decisions. These attacks can have serious consequences, for example, in introducing models for sentiment
classification or generating misleading messages.

Other studies focus on the vulnerability of convolutional neural networks (CNNs) to attacks (Li et al. 2023). The
authors (Li et al. 2023) focus on introducing a visual analytics approach to understanding adversarial attacks
(Sciforce 2022), using two main questions:

e  The first question asks which neurons are more vulnerable to attack.
e The second question answers which features are captured by these vulnerable neurons during
prediction.

These attacks can be used, for example, to deceive autonomous vehicles or monitoring systems.

Another study reveals the vulnerability of Graph Neurol Networks (GNN) (Zugner et al. 2020). Where they
concentrate on attacks on Graph Neural Networks (GNN) which are used for graph analysis and social
networking. The authors investigate the possibilities of attacks on GNNs, including the generation of misleading
graphs that can lead to incorrect analysis decisions.

2.2 Attacks Against ML/DL Algorithms

To protect against attacks on ML/DL algorithms, it is necessary to know their weaknesses and the types of
possible attacks. As mentioned in the introduction, there are already several studies done on zero-day attacks
on ML/DL algorithms by simulating them. For example, using "poisoned" data (Biggio et al. 2013) or using a
visual analytics approach (Li et al. 2023), etc. In this chapter, the author elaborates more on possible attacks on
ML/DL algorithms.

2.1.2  Data Poisoning Attack

In "Data Poisoning" attacks, according to the authors (Lin et al. 2021), attackers try to manipulate the training
data to:

e reduce the overall performance (accuracy) of the ML model,
e  cause misclassification of a particular sample or subset of a test sample, or
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e extend training time.

Data poisoning attacks can manipulate the training process. Specifically, in data poisoning, attackers attempt to
manipulate the training set by, for example, poisoning features, flipping labels, manipulating the model
configuration settings, or altering the model weights to affect the learning model (Lin et al. 2021).

If the attacker has a designated target label to which a particular test sample is misclassified, the attack is called
a "targeted data poisoning attack", otherwise it is an "untargeted data poisoning attack" (Lin et al. 2021).

Data poisoning attacks can be divided into two categories:

e Model skewing
e Feedback weaponization

Model skewing

In a "Model skewing" attack, the attackers want to falsify (misrepresent) data and get the organization to make
the wrong decision in favour of the attacker. There are two registered variants of skewing attacks (Bursztein
2018)

a) ML data poisoning attacks

In "ML data poisoning attacks," attackers modify the training data used by a machine learning algorithm
and cause the algorithm to make incorrect decisions.

b) Web analytics skewing

In "Web analytics skewing", attackers modify analytics data from platforms such as Google Analytics or
Adobe Analytics by executing a large number of automated queries using bots. The goal is to make it
appear that visitors to the site are taking certain actions more often than they actually are.

Feedback weaponization

Feedback weaponization is the misuse of the user feedback system to attack legitimate users and content. The
attacker's goal is to either lower or raise the rating of a given application. As the author (Bursztein 2018) states,
one of the worst attempts of this feedback misuse was in 2017, when a group of "4chan" users decided to
destroy CNN's app ratings on the Play Store and App Store by leaving thousands of one-star reviews. This kind
of attack is used for a number of reasons e.g. to destroy competitors, revenge or cover their tracks.

2.1.3  Adversarial Input Attack

An adversarial ML attack is a deceptive technique that "tricks" machine learning models using faulty input. The
goal of an adversarial attack is to cause the ML/DL model to malfunction. (Sciforce 2022) Examples of possible
adversarial attacks are when a self-driving car takes a stop sign as a speed limit, or when the autopilot moves in
the opposite direction than intended. Other serious attacks can happen in the medical field, where medical
machine learning can classify benign birthmarks as malignant. Therefore, adversarial attacks are a major threat
in the future. Adversarial attacks are divided into white-box attacks, black-box attacks and grey-box attacks.

e "white-box" - the attacker has access to the ML model parameters and knows the target model
completely. This knowledge of the model makes it easier for the attacker to generate hostile examples
and create poisoned input data.

e "black-box" - the attacker has no access to the ML model parameters. Instead, the attacker only knows
the model outputs (logit, confident score or label). These attacks are commonly observed in online
learning techniques used in anomaly detection systems.

e '"grey-box" - the attacker has incomplete knowledge of the overall structure of the target model.

White-box attacks mean that the attacker has access to the parameters of the model; black-box attacks, on the
other hand, do not.

Mathematically, according to (Sciforce 2022), an adversarial attack looks like this:
fx+d)l=y

Where the model f using the input x can produce a prediction y that is not equal to the model's prediction f with
input x.
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L{d)<T

Where L is a general function that measures the norm d, a T is the upper limit of that norm. L is the perturbation
boundary that measures the magnitude of the perturbation d, the norm is usually used Lp (Sciforce 2022). Based
on these parameters, there is an extensive family of algorithms that can be used to generate such perturbations.
Figure 1 shows their basic distribution.

According to the example taxonomy, there can be many types of attacks. According to (Malhar 2021), the
adversary threat can be modeled as in Figure 1.

L0 norm:
Number of features

modified for d

Whit . L1 norm:

Given: - ) _> Sum of

Input x, Model f, Can we values of d

Norm function L, compute the

perturbation gradients of £2 ) L2 norm:

bound T Alac Ay Euclidean distance of d
e izt (pythagorean sum)

L_infinity norm:
Maximum
values of d

Figure 1: Taxonomy of different adversarial examples (Sciforce 2022)

2.1.4 Gradient Access

Gradient access controls who have access to the model fand who doesn't have access. We can divide them into
white-box adversaries and black-box adversaries.

White-box adversaries usually have full access to the model parameters, architecture, training routines and
training hyperparameters, and are usually the most powerful attacks. These attacks use information from the
gradient to find adversarial examples.

The black-box adversaries have little or no access to the model parameters and the model is generalized as an
API. Attacks on the black-box adversaries according to (Malhar 2021) can be performed using non-gradient
based optimization methods such as genetic algorithms, random search and evolutionary strategies according
to (Malhar 2021).

2.1.5 Perturbation Bound

Perturbation limits determine the size of the perturbation d (Malhar 2021). Usually measured by some
mathematical standard, here by Lp. (Poursaeed et al. 2018) Where we can classify these selected standards:

e L0 norm: represents an attack that is limited by the norm LO. It involves modifying a number of
properties of the input signal to the model. These attacks are often very realistic and can be
performed on real systems. A common example would be to put a sticker on a stop sign to force a
self-driving car not to slow down. (Malhar 2021)

e L1 norm: represents an attack that is an upper bound on the sum of the total perturbation values.
(Malhar 2021)

e L2 norm: attacks that are constrained by this norm represent upper bounds on the Euclidean distance
/ Pythagorean distance perturbation d. These attacks are relatively frequent, given the mathematical
meaning of the norm L2 in linear algebra and geometry. (Malhar 2021)

e L_infinity norm: represents an attack limited by a norm L_infinity. This attack includes an upper bound
on the maximum perturbation value d. According to (Malhar 2021), L_infinity attacks are the most
studied of all, due to their simplicity and mathematical convenience in robust optimization.

According to (Malhar 2021), up to 8 different types of attacks (Table 1) can be combined within perturbation
boundaries if we use the standard as a robustness metric Lp.
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Table 1: Examples of commonly known adversarial examples categorized by gradient access and attack norm
type (Malhar 2021)

Norm bound
Access to compute LO standards L1 standards L2 standard L_infinity standard
gradients
SparseFool (Modas et Elastic-net Carlini-Wagner (Carlini PGD (Madry 2019)
al. 2019), attacks (Chen 2017) .
White Box et al. 2018) i-FGSM (Goqdfellow etal.
JSMA (Papernot at al. 2015), Carlini-Wagner
2017) (Carlini 2017)
Adversarial Scratches GenAttack (Alzantot et GenAttack (Alzantot et al.
(Jere 2020), Sparse- al. 2019), Sim (Guo et 2019), SIMBA (Guo et al.
Black Box RS (Croce et al. 2022) - al. 2019) 2019)

There are several other domain-specific ways to quantify the magnitude of the disturbance d, but all attack
norms can be generalized to all types of inputs. Although these types of attacks are exclusive to images, their
general principles can be applied to any model f.

Adversarial attacks can be performed in different application domains (Lin et al. 2021) for example audio (Carlini
2018), text (Sato et al. 2018), network signals (Corona et al. 2013) and images (Engstrom et al. 2019).

2.3 Model Stealing Techniques Attack

ML/DL models represent intellectual property for society. ML/DL models are trained on company data such as
financial transactions, medical information or user transactions. Ensuring the security of ML/DL models trained
on sensitive user data, such as data related to a selected person's financial situation or health status, is very
important. Therefore, such ML models can be misused to reveal sensitive user information.

"Model stealing" is known as model theft or model extraction. Like many other attacks, this one works by
querying the target model with samples and using the model responses to spoof the replicated model. What is
valuable about the ML/DL model is its functionality, which can be restored by stealing its trained parameters
(weights w) or its decision boundaries. According to (Irolla 2019), model stealing can be represented by Eq:

y=fxw)

Where x represents the input and y output. By submitting a large number of samples to the target model and
storing its responses, it is possible to collect enough equations to construct a solvable system of equations where
w are the unknown variables to be found. This is very effective for all kinds of models, assuming that the attacker
knows the dimension w and the architecture of the model f (i.e., the relationship between the input x, the
weights w and the output y). Therefore, this attack works best in "grey-box" approaches where we have some
information about the model. In the case where the attacker does not have any information about the model,
he can use a surrogate ML model called a shadow model. This is a deep learning model that the attacker trains
to learn the relationship between the inputs that are presented to the target model and its responses. Given
enough inputs, the Shadow model can learn the decision boundaries of the target model, thus reproducing its
functionality.

A study (Correia-Silva et al. 2018) shows that it is possible to steal a model with any type of input, even if it has
no relation to the original problem. The authors managed to steal different models for facial expression
recognition, general object classification and satellite intersection classification with roughly the same recovery
rate using related images. By stealing a model, an attacker can achieve several different goals, for example:

e Reverse engineering: an attacker can perform an engineering analysis of the model to understand
how it works, so that they can uncover sensitive information or business process secrets that the
model contains.

e Attacks on privacy: ML models may contain information that reveals sensitive data about the
individuals on whom the model was trained. An attacker could use this information to invade privacy.

e  Creating a copy or fake model: an attacker can steal a model to create their own copy to use in a
competing product or service.
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e Exploiting the model for further attacks: an attacker can analyse the model to discover weaknesses
that could be exploited to create targeted attacks on the system or the people who use the system.

e  Financial abuse: if the model is part of a commercial product, its theft may involve a financial loss for
the model owner, while the attacker may sell or exploit the technology for financial gain.

e Manipulation of models: If an attacker has access to a model, they can potentially modify or alter it
to produce biased or malicious results. This can be used to discredit or disrupt the operation that the
model supports.

In practice, stealing a model could look like this:

1. Gaining access to the target model: an attacker could target a web service or
application that provides an interface to a model for facial expression recognition, object
classification, or any other task they want to steal.

2. Generating or collecting related images: an attacker collects or generates a set of
images that are similar to those used to train the target model. For example, these could be
similar faces, objects, or satellite intersections.

3. Creating a new model: the attacker will use the collected or generated images as input
for a new model, which will be a mimic of the target model.

4. Model tuning: an attacker can use techniques such as transfer learning or fine-tuning
to fine-tune a new model to achieve similar results as the target model.

5. Attack: an attacker could then use this new model for his purposes, such as face
identification, object classification or satellite intersection recognition, without having to know
and use the original training data.

3. Protection Against Zero-Day Attacks on ML/DL Algorithms

There are many ways for an attacker to compromise the security of algorithms and thus network traffic.
Algorithms that are part of network traffic detection and prevention systems today will be more vulnerable and
therefore need to be protected from third party attacks. One of the biggest challenges is identifying new types
of attacks that exploit specific vulnerabilities in the algorithms or datasets that are used to train them.

The basic methods for protecting against zero-day attacks on ML/DL algorithms include:

1. Anomaly detection: Using statistical methods and pattern recognition to detect anomalous
input data that may indicate zero-day attacks (Kotu 2019). This method focuses on detecting
unusual patterns of algorithm behaviour that may indicate tampering.

2. Model verification and validation: performing thorough verification and validation of ML/DL
models as they are deployed and regularly monitoring their behaviour in the production
environment (Sargent 2011). This can identify unusual changes in model outputs that could
indicate a zero-day attack.

3. Federated learning and differential privacy: the use of techniques that minimize the transfer
of sensitive data between different participants. It is a machine learning technique that trains
an algorithm through several independent sessions, each using its own data set (McMahan
2017).

4. Conclusion

In this paper is provided an examination of the critical challenge of zero-day attacks on machine learning (ML)
and deep learning (DL) algorithms, which is becoming increasingly significant in the field of cybersecurity. Zero-
day attacks exploit previously unknown vulnerabilities and present a considerable threat to the integrity,
confidentiality, and availability of systems dependent on ML/DL algorithms. These attacks can have far-reaching
consequences in various domains such as facial expression recognition, object classification, and satellite
intersection recognition, potentially affecting user experience, safety, and national security.

The research has categorized and detailed three primary types of zero-day attacks on ML/DL algorithms: data
poisoning attacks, adversarial input attacks, and model stealing attacks. Each of these attacks presents unique
challenges and requires specific strategies for mitigation.
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The paper has also shed light on the different techniques used in these attacks, such as manipulating training
data, injecting adversarial inputs, or stealing model parameters, all of which can severely compromise the
performance and reliability of ML/DL systems.

In response to these threats, basic protection methods against zero-day attacks on ML/DL algorithms are
introduced. These include anomaly detection techniques to identify unusual data patterns or algorithm
behaviour, model verification and validation methods to ensure algorithmic correctness and robustness,
federated learning approaches to maintain the privacy of training data, and the application of differential privacy
techniques to add noise and prevent information leakage.

However, there are still open issues and is necessary to continue research in this area. The evolving nature of
zero-day threats means that the field must constantly adapt and improve defensive strategies. Future research
should focus on developing more robust and adaptive models, enhancing data security measures, and exploring
new methodologies for early detection and prevention of zero-day attacks. As ML/DL algorithms continue to
permeate various sectors, ensuring their security against zero-day attacks remains a paramount concern,
demanding ongoing attention and innovation in cybersecurity research and practice.

Existing methods may not be sufficient or effective against novel and sophisticated attacks that exploit unknown
vulnerabilities in the algorithms or the data. New methods should be able to identify and mitigate such attacks
in a timely and robust manner. In future research, the author will focus on developing new methods to detect
and prevent zero-day attacks on ML/DL algorithms.

Another aspect that can be further developed is ethical and legal frameworks for attack prevention on ML/DL
algorithms. Attacks on ML/DL algorithms raise ethical and legal issues, such as privacy, accountability, liability,
and trust. There is a need for clear and consistent frameworks that define the rights and responsibilities of the
stakeholders involved in the development, deployment, and use of ML/DL algorithms, as well as the regulations
and standards that govern their security and robustness.

This approach can be combined with promoting collaboration and information sharing among researchers,
practitioners, and policymakers. Addressing the security issues of ML/DL algorithms requires a multidisciplinary
and coordinated effort. This includes sharing data, tools, methods, results, and insights, as well as developing
common standards and best practices.

The approach mentioned in the two paragraphs above won’t stop the attacks but can create an environment
that will make the attacks harder for the attackers. It can make additional protection levels in addition to new
algorithmic methods, which the author of this paper wants to develop.

The main contributions of this paper lie in the innovative application of machine learning and deep learning
techniques to pre-emptively identify and mitigate zero-day attacks. This proactive methodology sets it apart
from related works, which often focus on reactive measures. By integrating predictive ML algorithms with DL
models that refine detection processes, this paper advances the field of cybersecurity. It is imperative for future
research to extend this preliminary analysis, employing a more extensive data analysis, modelling and
simulations.
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