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Abstract: This paper presents the findings of a pilot study aimed at gaining deeper insights into student errors in solving 
mathematics tasks from the Czech national school-leaving examination (maturita), while also exploring the potential of 
artificial intelligence (AI) to support error analysis and provide targeted feedback. The study began with an analysis of publicly 
available CERMAT data, focusing on tasks that have consistently shown low success rates over the years. Based on this 
analysis, a subset of tasks was selected and further tested on students preparing for the exam. The results were compared 
with national statistics to validate the relevance of the identified difficulties. A revised version of the test was then developed 
and administered to a new cohort of students, enabling the collection of a dataset of real student solutions for qualitative 
error analysis. The study adopted a nuanced framework for error classification, distinguishing between “slips” (minor, often 
procedural errors) and “true errors” stemming from a lack of conceptual understanding. Emphasis was placed on 
understanding the nature and origin of these errors, their recurrence, and implications for learning. Student work was 
analysed in all phases of the error-handling process, including detection, diagnosis, explanation, and correction. At the same 
time, the study evaluated selected AI tools, primarily ChatGPT 4.0—for their potential to solve exam-level mathematics tasks 
at the university level and identify errors in student solutions. Multiple test items were processed through the AI system, 
and its responses were compared with those of students. Particular attention was given to the AI's behaviour when 
confronted with incorrect or incomplete answers. The results revealed both the promise and limitations of current AI models 
in supporting formative assessment, particularly with respect to misinterpretation of task wording, difficulty in recognising 
alternative valid strategies, and occasional inconsistency in the quality of feedback. The findings contribute to the broader 
discussion on how AI can be effectively integrated into educational practice—not as a replacement for teacher judgment, 
but as a supplementary tool to enhance student understanding, develop metacognitive skills, and improve preparation for 
high-stakes assessments such as the maturita exam. 
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1. Background 

1.1 Errors in Mathematics and Their Classification 

An error is generally understood, both in pedagogical and psychological contexts, as a deviation from the desired 
or expected performance (Průcha et al. 2009). In mathematics education, an error can be perceived not only as 
a failure but also as an opportunity for learning—provided it is approached with appropriate didactic intent 
(Borasi 1994, Brodie 2014). 

The academic literature offers various approaches to classifying errors. They can be categorized according to the 
following: 

• Cognitive value: meaningful vs. meaningless (i.e., based on some form of reasoning vs. random) 
• Organisation: regular (systematically recurring) vs. sporadic 
• Bearer: individual vs. collective (e.g., an entire class repeating the same mistake) 
• Typicality: common vs. unusual 
• Severity: significant (indicating serious misunderstanding) vs. insignificant 
• Nature of deficiency: declarative (knowledge-related) vs. procedural (process-related) 
• Cause: e.g., inattention, poor strategy, lack of understanding, etc. (see, e.g., Kulič 1971, Průcha et 

al. 2009, Heinze 2005) 

From a didactic perspective, we are particularly interested in classifications that relate errors to mathematical 
thinking and the level of understanding demonstrated by the student in a given situation. Here, we draw 
inspiration from Reason’s distinction between slips and mistakes, or more broadly, errors (see Pilous 2014). 

Slips are errors that result from inattention, computational mistakes, or carelessness. They are usually 
insignificant in terms of mathematical thinking and understanding. 
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Mistakes, by contrast, indicate deeper issues—such as a lack of understanding of concepts, procedures, or 
problem-solving strategies. These errors tend to recur in similar situations and require a targeted intervention. 
They may be viewed as obstacles, in the sense described by the theory of didactic situations (Vondrová 2019). 

This basic two-level classification allows us to analyse student errors not only in terms of their occurrence, but 
more importantly, in terms of their significance for the learning process. 

1.2 Constructive Work with Errors 

In mathematics education, errors have traditionally been perceived as failures, deviations from the norm, or 
signs of ignorance or misunderstanding. However, this view has been superseded by a modern constructivist 
approach, which regards errors as a natural part of the learning process and an opportunity for deeper 
understanding (Průcha et al. 2009, Brodie 2014). When approached with appropriate pedagogical guidance, 
working with errors can lead to genuine insight, encourage student self-reflection, and support the development 
of mathematical thinking. The key is to create a safe learning environment—one that does not penalise errors 
but instead deliberately uses them as a didactic tool. 

Working with errors involves four fundamental steps: detection, identification, interpretation, and correction 
(Průcha et al. 2009). These phases can become part of everyday teaching if the teacher actively integrates them 
into instructional design. Importantly, the teacher does not need to be the sole actor in this process. Students 
should be guided to recognise, analyse, and correct their own errors. In doing so, they learn to take responsibility 
for their learning and develop metacognitive skills. 

Research in cognitive science confirms that working with errors is one of the most effective strategies for 
fostering deep learning. Booth et al. (2017) summarise findings from cognitive psychology demonstrating that 
analysing incorrect examples can be more effective in acquiring mathematical concepts than working solely with 
correct ones. When students identify the nature of the error, its cause, and how it can be corrected, they engage 
more actively in the learning process and develop stronger mental models. 

Similar conclusions are drawn in Rushton’s (2018) study, which found that working with mathematical errors 
improves long-term knowledge retention and supports metacognitive development. The findings show that 
students who learn through error analysis not only understand the content better but also feel more involved 
in the learning process and become more aware of their own thinking. According to the author, this experience 
is more valuable than simply acquiring the correct procedure. 

Jo Boaler (2016) has also made a significant contribution to this topic with her concept of mathematical 
mindsets, emphasising that an error is not a threat, but a signal that the brain is learning. Boaler stresses the 
importance of fostering a growth mindset in students—that is, the belief that mathematical ability is not fixed 
or innate, but can be developed through effort, feedback, and reflection. A classroom environment that allows 
for experimentation, tolerates errors, and provides constructive feedback supports not only improved 
performance but also a more positive attitude toward mathematics. Boaler warns that a traditional emphasis 
on speed and accuracy can cause anxiety and a loss of confidence, whereas a learning environment that 
embraces errors as part of learning promotes creativity and perseverance. 

A recent Czech study (Janíková, Janík & Pavelková 2024) confirms that most teachers still perceive errors 
primarily as indicators of insufficient knowledge rather than as learning opportunities. However, the study also 
shows that teachers who view errors as part of the learning process are more likely to create supportive 
classroom environments and contribute to deeper understanding. Their instruction is characterised by openness 
to errors and encouragement of student participation in analysing them. 

Constructive work with errors is thus not merely a teaching strategy, but part of a broader learning culture. It 
requires an approach that respects individual learning pace, fosters self-reflection, creates opportunities to 
discuss thought processes, and provides meaningful feedback. The studies cited above make it clear that such a 
culture has the potential not only to improve students’ academic performance, but also to strengthen their 
relationship with mathematics as a subject. 

1.3 Artificial Intelligence in Education: Adaptive Systems, Personalisation, and the Role of 
Language Models 

The use of artificial intelligence (AI) in education has evolved rapidly in recent years, transforming how students 
engage with learning content and how educators approach instruction and assessment. Particularly important 
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in this context are AI-powered adaptive learning systems, generative language models, and interactive feedback 
tools, which together form the foundation for personalised and self-regulated learning. 

In a meta-analysis of 45 independent studies published between 2010 and 2022, Wang et al. (2024) 
demonstrated that AI-enabled adaptive learning systems have a medium to large positive effect on students’ 
cognitive learning outcomes (g = 0.70). The effectiveness of these systems was significantly moderated by factors 
such as the duration of the intervention, student level, subject area, and study design. Interestingly, the type of 
AI used in the adaptive engine did not significantly influence learning outcomes. Instead, the most impactful 
elements were the extent to which the systems adapted to students’ cognitive, affective, and behavioural 
characteristics, and the targeting of adaptive features, such as navigation and assessment. 

Building on this line of inquiry, Yaseen et al. (2025) examined the impact of adaptive learning technologies and 
AI tools that provide personalised feedback on student engagement. Their findings suggest that such 
technologies improve student motivation and involvement, particularly among students with higher levels of 
digital literacy. The study emphasises the importance not only of the technological tools themselves, but also of 
students’ ability to use them effectively. 

A more specific example of AI integration in education is the use of generative language models, such as 
ChatGPT, which enable interactive dialogue, task creation, lesson planning, and formative assessment. In a 
scoping review, Pepin, Buchholtz, and Salinas-Hernández (2025) concluded that ChatGPT holds significant 
potential to support personalisation, collaboration, and the development of instructional design skills among 
teachers. However, the review also highlights concerns regarding the accuracy of responses, the possible erosion 
of critical thinking, and the need for pedagogical guidance when implementing such tools in practice. 

This ambivalence is echoed in experimental research by Kumar et al. (2023), who investigated the effect of LLM-
generated explanations on learning in high school mathematics. Their findings suggest that LLM explanations 
can facilitate learning—particularly when students attempt to solve problems independently before consulting 
the AI. Even when the explanations contained errors, they still yielded learning gains, indicating that interaction 
with incorrect outputs can be cognitively stimulating, especially when paired with appropriate instructional 
support. 

1.4 The School-Leaving Examination in Mathematics in the Czech Republic 

The school-leaving examination (maturita) in the Czech Republic represents a standardised method for 
completing upper secondary education. It consists of two parts: a common (state-administered) component and 
a profile (school-based) component. The common part is organised by the Ministry of Education, Youth and 
Sports through the Centre for the Evaluation of Educational Achievement (CERMAT), while the profile part is 
prepared and assessed by the individual secondary schools. 

The examination in Czech language and literature is mandatory for all students. In addition, students choose one 
elective subject—either mathematics or a foreign language. Thus, in the current model, mathematics is an 
optional subject. However, for certain groups of students (e.g., those in technically oriented study programmes), 
mathematics may be made compulsory within the profile component, based on the decision of the school. 

The didactic test in mathematics, which constitutes the state component of the examination, follows a 
standardised structure and assessment criteria. The test includes a combination of closed-ended and open-
ended tasks. In closed-ended tasks, students select the correct answer from multiple choices, whereas in open-
ended tasks, they are typically required to provide not only the final answer but also the full solution process. 
This format enables verification not only of students’ ability to identify correct answers but also of their 
conceptual understanding, reasoning skills, and the ability to apply acquired knowledge in unfamiliar contexts. 
The test duration is 135 minutes, and the content is based on the publicly available Catalogue of Requirements 
for the Mathematics Examination (CERMAT, 2023a). 

The mathematics exam is taken by final-year secondary school students who have chosen this subject. In 
addition to the standard spring term, former students who did not pass in previous years—or who wish to 
improve their scores—may also take the test. The test is centrally evaluated through a system managed by 
CERMAT. Each item has a predetermined point value. Students receive their results in the form of both raw 
scores and percentage evaluations. To pass the exam, students must reach a minimum threshold set by the 
Ministry of Education. 
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To support exam preparation, the Catalogue of Requirements for the Mathematics Examination outlines the 
scope of knowledge and skills to be assessed. It also includes sample tasks with solutions, helping both teachers 
and students to understand the test structure and expected performance. Furthermore, full versions of previous 
years’ tests—including answer keys and scoring schemes—are published annually on the official website: 
https://maturita.cermat.cz. 

For analytical and research purposes, summary reports of school-leaving examination results are also available. 
These documents, published by CERMAT, present statistics on student success rates, failure rates, average 
scores, and other indicators. Results are provided at both national and regional levels and further broken down 
by school and examination type. As such, they provide valuable data for monitoring educational trends, 
identifying problematic areas, and improving exam preparation at individual schools (CERMAT, 2023b). 

2. Design of Our Study 
When designing the test and selecting the tasks, we relied on publicly available data published by CERMAT. 
Specifically, we selected tasks from the spring 20241 school-leaving mathematics examination. The tasks were 
ranked in ascending order based on their success rates—that is, the average score achieved per task as a 
percentage of the maximum possible score. We then selected the 14 tasks with the lowest success rates at the 
national level. 

Performance (or lack thereof) on these tasks corresponded to the results of the autumn tests conducted at 
School 1, the institution where the study was carried out. To this initial set, we added three additional tasks. 
Although tasks in the areas of statistics and probability showed high success rates in the national data (90.2% 
and 75.3%, respectively), students at School 1 performed significantly below average on them in the initial 
autumn test (27.3% and 0.0%, respectively). We also included a task on trigonometric functions. The test used 
in the autumn session was based on the 2022 version, which included a similar task with an extremely low 
success rate (0.0%). Since no comparable item appeared in the spring 2024 test, we included an analogous one 
from the spring 2022 test. 

2.1 Analysis of Results 

For each task, student responses were categorised according to the following status codes: 

U = Task solved correctly, full marks awarded. 

N = Task not attempted. 

R0 = Task attempted or started, but the solution was incorrect or incomplete, no points were awarded. 

R1 = Task attempted; a mistake was made, but partial credit was earned. 

Figure 1 presents an overview of the task-solving outcomes in the observed schools, including achieved scores 
and comparisons with national performance data. 

 
Figure 1: Summary of the task response status in the observed schools 

 
 
1 Due to a reduced time allocation for the autumn testing (90 minutes, i.e., approximately 66.6% of the standard 
time limit), we decided to include 17 out of the 25 total tasks, with a combined maximum score of 32 points out 
of a possible 50. 
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Based on the data analysis, four tasks were selected using the following two criteria: 

1. Tasks with low average scores in both schools. 
2. Tasks with a high proportion of attempted but incorrect solutions (i.e., categories R0 and R1). 

Tasks 4, 5, 6, and Task 22* (on trigonometric functions) were selected for an in-depth analysis of student 
problem-solving strategies. The errors were classified into two categories: 

Category 1: Slips: numerical mistakes, large leaps in reasoning, inattentiveness, or mistakes due to incorrect 
transcription. 

Category 2: True errors, stemming from conceptual misunderstanding, a lack of grasp of fundamental ideas, 
processes, or an inability to apply or integrate knowledge into a coherent solution. 

 
Figure 2: Distribution of Student Solutions by Error Categories 

Figure 2 illustrates the distribution of student errors across the defined categories. Overall, a greater number of 
true errors were observed. These most often involved incorrect procedures resulting from a lack of 
understanding of fundamental mathematical principles (e.g., solving an equation instead of an inequality, or 
incorrectly determining a common denominator for rational expressions). In many cases, students were unable 
to complete the task due to such conceptual gaps. 

In some cases, such as Task 6, students failed to solve the problem because of an inappropriate strategy. For 
example, some did not identify the least common denominator of rational expressions. Even when the 
remainder of the procedure was correct, this led them to work with unnecessarily complex expressions involving 
higher powers and large numbers they could not manage. 

In some cases, it was not possible to clearly interpret the nature of the error. In one response to Task 5, it was 
unclear whether the errors resulted from a series of numerical errors and carelessness, or from 
misunderstanding of basic arithmetic rules. In Task 6, a student correctly followed each procedural step but 
failed to complete the final simplification. Because the overall approach was sound, it was uncertain whether 
this omission was due to oversight or a lack of knowledge. 

The final task analysed (Task 22*) contained a higher number of similarly ambiguous cases. In this task, students 
were asked to determine the value of a function, with the condition that the solution must be within a specific 
interval. The task was a multiple-choice question, with the answer options including tangent values from both 
intervals. Based on students' responses alone, it was not clear whether the error stemmed from inattentive 
reading of the question—corresponding to category 1—or from a failure to understand how to evaluate the 
function within a specified interval, which would indicate a lack of understanding of the basic principles and 
rules related to periodic functions—i.e., category 2. 
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3. Working with AI 
This section explores the potential of artificial intelligence (AI) tools in helping students solve test problems, 
critically assessing both the benefits and limitations of such use. The investigation was divided into two parts, 
reflecting two ways in which students might engage with AI: 

1. To solve an entire test, including the presentation of solution procedures. 
2. To identify errors in their own solutions to test problems. 

3.1 Solving the Test Using AI 

For this analysis, the selected test was uploaded to the ChatGPT environment (version 4.0), and the model was 
asked to solve the individual tasks. Because the tasks were presented in an image-based format, the user was 
informed at the outset that optical character recognition (OCR) would be required due to the model’s reliance 
on converting visual inputs into readable text before processing them. 

The first three tasks were correctly recognised and solved without error. However, with the fourth task—focused 
on inequalities—the model misinterpreted the task prompt, resulting in an incorrect solution method. In five 
subsequent tasks, the model generated multiple solution approaches and invited the user to choose their 
preferred method. This reflects the way AI learns from patterns in human understanding and provides various 
interpretative frameworks. 

During the interaction, the model twice prompted the user to confirm whether it should continue solving the 
test—likely an optimisation measure related to token usage, which regulates the computational resources 
allocated per response. 

Out of the seventeen tasks, eight were incorrectly recognised. In two additional cases, the model slightly 
simplified the task wording, although the overall meaning was preserved. Furthermore, the model generated 
two tasks that were not part of the original test. When asked about their origin, the AI claimed they were drawn 
from official CERMAT sources. After being informed that these tasks did not appear in the actual test, the model 
acknowledged that they had been “randomly included” based on similar test formats. 

In conclusion, while AI demonstrated a capacity to accurately recognise and solve certain types of tasks, the 
overall results were inconsistent and cannot be considered a reliable solution model for students without further 
oversight. 

3.2 Detecting Errors in Student Solutions 

The second part focused on AI’s potential to identify errors in student solutions. Again, this analysis concentrated 
on four selected tasks that had proven most challenging, providing a sufficiently rich sample of incorrect student 
responses for review. 

3.2.1 Case 1 – Task 4 

A handwritten, incorrect solution to Task 4 (including the task prompt) was photographed using a mobile phone. 
The image was then uploaded to the AI system, and the model was asked to evaluate the solution. 

The AI correctly identified the error: the student had treated an inequality as if it were an equation. The model 
highlighted the mistake, provided commentary, and presented a revised solution. However, its final result was 
incorrect. We then uploaded a second image showing a correct student solution and asked the model to 
compare it with its previous output. Upon detailed review, the AI recognised its own mistake, acknowledged it, 
and then provided a corrected final result. 

3.2.2 Case 2 – Task 5 

Task 5 was also submitted as a photo, showing a student’s incorrect attempt at solving an equation. This time, 
the AI failed to accurately recognise the problem statement. We then reformulated the task in a linear textual 
format—similar to how a student might enter the problem into an advanced calculator. 

This enabled the model to correctly identify and solve the task. However, it did not relate its solution to the 
student’s original work. When prompted with a follow-up question whether its own calculation was correct, the 
model recalculated the problem and confirmed its accuracy. Only after explicitly pointing out that the original 
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solution appeared in the first image did the AI respond appropriately. It  identified the error, and—despite noting 
the low legibility of the work (see Figure 3)—was able to extract the equation used by the student. However, 
this equation differed from the one the model considered correct. 

 
Figure 3: Student’s solutions with error 

This case highlights two key issues: the extended interaction required to evaluate student errors, and the 
potential for the AI to identify a different—though mathematically valid—intermediate equation, which it may 
incorrectly flag as erroneous. This shows the need for thorough verification of AI-generated outputs and careful 
pedagogical oversight, particularly when evaluating non-standard solution strategies. 

3.2.3 Case 3 – Task 6 

Task 6 involved simplification of an algebraic expression. Both the task prompt and the student’s solution were 
uploaded as a photo taken with a mobile phone. Initially, the AI failed to correctly interpret the task from the 
image. To resolve this, we only uploaded the problem prompt, without the solution. At this point, the model 
accurately recognised the task and proceeded to solve it. 

In this instance, the model remained focused on the original instruction to find an error. While simplifying the 
expression, it discovered a mistake in one particular step, based on a mismatch with its own intermediate result. 
Ironically, the student’s solution was entirely correct—it was simply incomplete, with the final step (factoring 
out an expression that would lead to cancellation) omitted. 

This case also indirectly supports the hypothesis outlined in Case 2: While AI tools are effective at identifying 
computational errors, their evaluation is guided by their own solution paths. As a result, they may fail to 
recognise alternative (yet valid) approaches or incomplete solutions. Once again, this highlights the importance 
of expert interpretation and consistent pedagogical oversight when integrating AI tools into education. 

3.2.4 Case 4 – Task 22*  

In the final case, we analysed Task 22*, in which students were required to solve a trigonometric equation and 
determine the correct value of the tangent function for a given angle, constrained to a specific interval. The task 
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prompt and the student’s incorrect solution were uploaded via a mobile phone photo. The AI correctly solved 
the problem, identified the student’s mistake, and provided a clear explanation of the error. 

In this case, the AI fully met expectations—offering precisely the kind of support that would be highly beneficial 
to both students and educators. 

4. Discussion 
The analysis of student strategies in the selected tasks clearly indicates a high prevalence of true errors when 
working with equations and algebraic expressions. These errors stem from a lack of knowledge or insufficient 
mastery of fundamental principles that students are expected to know by the time they take the school-leaving 
(maturita) exam. Therefore, it is essential that the preparation for the exam includes thorough assessment of 
students' knowledge and skills in this area. If significant gaps are identified, emphasis should be placed on re-
teaching and reinforcing foundational skills—e.g., by including simpler tasks that guide students through each 
step required for solving complex exam problems. 

When working with trigonometric functions, we recommend including more exercises that require students to 
determine values across various intervals. This approach serves a dual purpose: it helps reinforce the importance 
of paying close attention to interval constraints specified in the task and provides students with valuable practice 
in interpreting and applying periodic properties of trigonometric functions. Such targeted practice supports 
effective remediation whether student errors stem from carelessness or a lack of understanding. 

The case analyses described in Chapter 3.2 reveal several key findings that should be considered when 
integrating artificial intelligence (AI) tools into classroom instruction and assessment. 

One of the most significant limitations observed is the inconsistent accuracy with which AI models recognise 
problem prompts—particularly when tasks are uploaded as images or when mathematical notation is generated 
using an equation editor in DOCX format. This may stem from limited exposure to such formats during training 
as the equation editor language is less familiar and less legible to the model. Consequently, misinterpretation or 
omission of task components can occur, leading to incorrect solutions or a failure to understand the task. In 
contrast, when the same files were converted to PDF format, the AI’s recognition accuracy improved notably. 
This is likely because PDF formats render equations as fixed graphical elements, which the AI is better equipped 
to process using optical character recognition (OCR). 

A second limitation lies in the AI’s method of evaluating student responses based on internal solution algorithms. 
The model typically validates solutions by checking whether the intermediate steps and final answer align with 
its own procedural pathway. As a result, student responses that use alternative—but mathematically valid—
methods may be incorrectly flagged as incorrect. A similar issue arises with incomplete solutions that are headed 
in the right direction but, for instance, omit a final step such as factoring or simplification. 

Finally, a recurring usability issue was observed: interruptions in the flow of problem-solving, as the model 
frequently requested confirmation to proceed or clarification of instructions. While this behaviour is related to 
computational efficiency (i.e., token management), it can be distracting for users and impede the continuity of 
the task-solving process. 

5. Conclusion 
Based on these observations, several practical recommendations can be made. When submitting digital tasks, it 
is advisable to use PDF rather than DOCX format—particularly for mathematical content. Task prompts and 
student solutions should be uploaded separately, presented clearly, and provided in machine-readable form 
whenever possible. 

AI-generated outputs should be considered a starting point for further discussion, rather than definitive 
evaluations. All assessments must remain under the supervision of a teacher, who can determine whether 
deviations from standard approaches represent alternative, but still valid, solution strategies. 

AI can serve as a valuable assistant, especially for routine problem types with well-defined structures, such as 
algebraic manipulations, equations, or inequalities. 
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