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Abstract: There is a research gap regarding the impact of Business Intelligence (BI) implementation on banks' profitability ratios. In particular, this relates to the financial profitability ratios of banks operating under the conditions of the Polish economy after 2015. The main research problem addressed in this study is whether the implementation of Business Intelligence systems has a positive impact on the profitability indicators of commercial banks. The main hypothesis formulated is that the use of a Business Intelligence management system between 2009 and 2020 improves the profitability of Polish commercial banks. The First Differences Generalized Method of Moments (FDGMM) panel dynamic model estimation method was used to evaluate this impact. The parameters of the models based on financial indicators were calculated for each of the selected indicators, and the analysis used those models for which the lagged BI variable, related to the timing of system implementation, proved statistically significant. Based on the obtained parameters of the models, long-term multipliers were calculated. The study determined the probability of the impact of using the business intelligence system on the selected indicators. The study was conducted on a group of the five largest out of the thirteen commercial banks listed on the Warsaw Stock Exchange in 2020. The assets of the surveyed banks comprise 50% of the assets of commercial banks in Poland. The study identified the impact of BI system use on selected profitability indicators of commercial banks. The generalized results of the study enable us to identify causal relationships between the use of the BI system in commercial banks and profitability, as measured by ROE and ROA. The research implications of this study may suggest to top management that implementing business intelligence systems can benefit the organization.
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1. Introduction

Business Intelligence (BI) systems have become an integral part of conducting business in the 21st century. This is primarily due to the increasing need for organizations to analyze, interpret, and process data. A BI system proves to be helpful in fulfilling these tasks. Business Intelligence refers to the concept of utilizing an information system to gather and process information, enabling accurate business decision-making. Its purpose is to support and streamline decision-making processes, ultimately enhancing organizational efficiency (Hussinki, 2022). However, it is important to note that the implementation of a BI system alone does not guarantee satisfactory results. The key to success lies in a series of decisions aimed at improving the organization based on the insights obtained from the BI system (Tunowski, 2019).

In Poland, studies of the impact of business intelligence system on the profitability of commercial banks have not been widely reported so far. In the literature, it is hard to find cross-sectional studies of the impact of BI use on the profitability of commercial banks in Poland. The published works refer to individual cases of BI implementation in individual banks, without using statistical methods that allow generalization of research results. In terms of cross-sectional studies, the exception is the publication (Tunowski, 2019) which is based on data up to 2015, where no impact of the BI system on 2 of the 3 profitability indicators (ROE, operating profit margin) was found. A partial, positive impact was confirmed for the ROA indicator. Thus, the author notes that there is a research gap regarding the impact of BI implementation on banks' profitability ratios. In particular, it relates to the financial profitability ratios of banks operating in the conditions of the Polish economy with respect to the period after 2015. Filling the outlined research gap is a challenge for this study, the statistical method would be used to aim that goal.

The main research problem of this study is to investigate the impact of implementing Business Intelligence systems on the profitability of commercial banks in Poland. The study aims to test the following main hypothesis:

\[ H_0: \text{The use of a Business Intelligence management system between 2009 and 2020 improves the profitability of Polish commercial banks.} \]

The paper specifically chooses the Return on Equity (ROE) and Return on Assets (ROA) indicators, which are widely recognized and extensively discussed in the literature (Almqtari et al., 2019; Al-Homaidi et al., 2020). These indicators provide valuable insights into the financial performance of banks. Furthermore, the selection of commercial banks as the focus of the study is justified by their significant role in the economy. Banks serve as a crucial component of the economic system, acting as a vital "lifeline" that supports the proper functioning
of various elements within the modern economy (Jaworski, J., Czerwonka, L., 2022). The performance of banks has a direct impact on the pace and quality of development for other enterprises, as well as accessibility to banking services and products. Any dysfunctionality within the banking sector can lead to severe crisis consequences, as evidenced by the financial market turbulence and economic difficulties experienced during the 2008-2009 crisis following the collapse of Lehman Brothers in September 2008 (Coleman, Feler, 2015). Therefore, it is crucial to explore solutions that can support bank management, including the adoption of modern Business Intelligence systems.

The second and third parts describe the selection of research objects (commercial banks) and provide a detailed discussion on the research method, specifically using the FDGMM dynamic panel model. Special attention was given to the model’s form, incorporating the BI dichotomous variable to indicate the implementation of the BI system. Additionally, the verification method for the estimated models was thoroughly discussed.

In the Findings section, the results of the empirical study using the previously discussed method are presented. The results are also compared with the average levels of ROE and ROA as well as their average percentage increase, so that the obtained results can be correctly interpreted. The summary and discussion section confirms the hypothesis of a positive impact of the BI system on profitability indicators in Polish commercial banks. However, a number of limitations of the study were also pointed out, which the author is aware of. Further directions of the study were also indicated, which, from the author’s point of view, will be an interesting development of the obtained results. In the last part, possible practical use of the results of the study is indicated.

2. Method of Selection of Research Objects

The study included a selection of commercial banks (N objects) based on the following criteria. The banks had to operate as commercial banks and be listed on the Warsaw Stock Exchange at the end of 2022. These banks provided financial statements on a quarterly basis, which was necessary to obtain the required number of observations. Additionally, the selection was narrowed down to banks that publicly disclosed information about the implementation date of their business intelligence (BI) system for business analytics. Banks without this information were excluded from the study, as it was assumed that despite the lack of public disclosure, they likely had a business intelligence system.

Based on the above criteria, five banks were chosen. Two of these banks had a BI system in place before 2009, while the remaining three implemented it between 2009 and 2020. The selected banks represented approximately 50% of the assets in the commercial bank sector in Poland. The study utilized quarterly data from 2009 to 2020, spanning a total of 44 periods (quarters).

3. Methodology

Panel models are econometric models that are estimated using panel data. In the context of modern econometrics, "panel data" refers to data formed by combining time series observations (T periods) with cross-sectional observations for multiple objects (N objects) (Osińska, Kośko, Stempnińska, 2007). Dynamic panel models assume that the formation of the dependent variable (Y) is influenced by lagged values of the dependent variable itself, the explanatory variables (X), and additional unobservable factors that are constant over time but specific to each group. These group-specific factors are known as group effects. Due to the time constancy of these group effects, different estimation methods are required for dynamic panel models compared to static models. In the literature, three main methodologies have been proposed: the Instrumental Variables Method (Anderson, Hsiao, 1981; Anderson, Hsiao, 1982), the Maximum Likelihood Method (Hsiao, 2003), and the Generalized Method of Moments (GMM).

The Generalized Method of Moments (GMM), specifically the First Differences Generalized Method of Moments (FDGMM) introduced by Arellano and Bond (1991), is one of the most widely used methods for estimating panel dynamic models. In this study, the FDGMM method is employed to estimate the panel dynamic models.

The idea of the FDGMM method can be described in the following steps (Dańska-Borsiak, 2009):

- 1. first differences model is calculated to remove time fixed group effects,
- 2. in the next step, the explanatory variables in the first differences model are replaced by instruments, which are the levels of variables lagged by two or more periods,
The general form of the dynamic panel model is as follows (Dańska-Borsiak, 2009):

$$y_{it} = \gamma y_{i,t-1} + X_{it}^T \beta + \alpha_i + \varepsilon_{it}, \quad i = 1, \ldots, N, \quad t = 1, \ldots, T. \quad (1)$$

where $X_{it}$ is a vector of explanatory variables (in the article it will be the dichotomous variable BI), $\beta$ is a vector of parameters, the same for all $i$ and $t$. $\alpha_i$ signifies a group effect, random or non-random, while the random component has a normal distribution $\varepsilon_{it} \sim N(0, \sigma^2)$ for all $i, t$.

When studying the relationship between the financial profitability of banks and BI, it was assumed that the cross-sectional data would be the profitability ratios calculated for individual banks included in the panel. Temporal data are observed at a quarterly frequency. Taking into account the criterion of the number of observations (dozens) and the number of objects (several), the panel data belong to the category of macro-panels. The paper will use a model in which $X_{it}$ is a dichotomous variable (in level and latency). This variable is labeled BI and will take the following values:

1 - in quarters in which the bank had a business intelligence system,

0 - in quarters in which the BI system was not used.

Methods using lagged dichotomous explanatory variables in combination with dynamic panel models have already been described in the literature by Lachenmaier and Rottmann (2011) and by Ryamond, Mohnen, Mairesse, and Palma (2015). The dynamic panel model for the period takes the form:

$$y_{it} = \gamma y_{i,t-1} + BI_{i,t} \beta + BI_{i,t-1} \beta + \ldots + BI_{i,t-12} \beta + \alpha_i + \varepsilon_{it} \quad (2)$$

where $i = 1, \ldots, N$, $t = 1, \ldots, T = 12$, $N$ - the number of facilities (banks), $T$ - the number of quarters, and the explanatory variable $Y$ represents one of the two selected profitability indicators.

As a result, an attempt was made to estimate two econometric models - a separate one for each of the two indicators under analysis (ROE and ROA) in 2009 - 2020. The parameters of the models estimated in cases for which the lagged BI variable turned out to be statistically significant. When the BI variable with the largest lag turned out to be statistically insignificant, then this variable was omitted and a new model with a lagged BI variable smaller by a unit was estimated. Based on the obtained parameters of the models, long-run multipliers were calculated according to the following formula (Ossowski 2007):

$$\text{Long-term multiplier} = \frac{\beta_0 + \beta_1 + \ldots + \beta_j}{1 - \gamma_0} \quad i = 1, \ldots, N \quad (3)$$

The interpretation of the above long-run multiplier is as follows: if the long-run level of the BI variable increases by a unit, this corresponds to a change in the long-run level of the selected financial indicator by the value of the long-run multiplier. After the estimation of the parameters of the panel model was completed, the procedure for verifying its statistical properties was carried out. For this purpose, the Sargan test and the test for autocorrelation of the increments of the residual component were used. The Sargan test examines whether the instruments in the estimation method were properly selected. Testing the properties of the GMM model is based on testing whether the instruments are appropriate, that is, uncorrelated with the random components. The null hypothesis of the Sargan test is that the instruments have been properly selected, while the alternative hypothesis is that the selection of instruments is incorrect. Using the probability value p-value, a result greater than the accepted level of significance means that there is no basis for rejecting the null hypothesis and thus authorizes the conclusion that the instruments were selected correctly (Tunowski, 2019).

The second diagnostic test of the models will be the Arellano-Bond test examining the presence of autocorrelation of the random component. The test answers the question of whether the instruments used during estimation are appropriate or, in other words, whether the conditions of moments are satisfied or not (Dańska-Borsiak, 2009). In the course of the study, the result of the test was calculated for first-order and second-order autocorrelation. However, from the point of view of the first-difference model, the test for second-order autocorrelation is important. First-order autocorrelation in a first-differences model is an expected phenomenon, while the occurrence of autocorrelation of an order higher than 1 in a first-differences model means that the conditions of moments are not met, so the instruments used in GMM estimation are not appropriate (Dańska-Borsiak, 2009).
The null hypothesis of the Arellano-Bond test is that autocorrelation does not occur (Mileya, 2007). Translating this into desirable p-values, they should be greater than 0.1; 0.5 and 0.01, respectively, depending on the level of significance adopted - the paper adopts a designation for three levels of significance: *** - significance of 1%, ** - significance of 5%, * - significance of 10%. In this case, there are no bases for rejecting the null hypothesis thus stating that autocorrelation does not occur. In conclusion, on the basis of the results obtained by the method of dynamic panel models, it will be possible to determine the probability of impact (its statistical significance) of the implementation and use of a business intelligence system on selected profitability indicators, as well as the long-term impact of BI implementation on a given financial profitability indicator (values calculated using the long-term multiplier) (Tunowski, 2019).

4. Findings

The estimated parameters of the dynamic panel models are reported in Table 1, focusing on selected profitability indicators, namely Return on Equity (ROE) and Return on Assets (ROA). The columns representing the financial profitability indicators correspond to the parameters of the model, which were estimated using the FDGMM method as described earlier.

<table>
<thead>
<tr>
<th>Table 1: The Impact of Business Intelligence System Implementation on Commercial Banks Profitability Indicators - FDGMM Method Using Dynamic Panel Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Return on equity (ROE) (model 1)</td>
</tr>
<tr>
<td>-----------------------------------</td>
</tr>
<tr>
<td>Y (lag Q1)</td>
</tr>
<tr>
<td>BI</td>
</tr>
<tr>
<td>BI (lag Q1)</td>
</tr>
<tr>
<td>BI (lag Q2)</td>
</tr>
<tr>
<td>BI (lag Q3)</td>
</tr>
<tr>
<td>BI (lag Q4)</td>
</tr>
<tr>
<td>BI (lag Q5)</td>
</tr>
<tr>
<td>BI (lag Q6)</td>
</tr>
<tr>
<td>BI (lag Q7)</td>
</tr>
<tr>
<td>BI (lag Q8)</td>
</tr>
<tr>
<td>BI (lag Q9)</td>
</tr>
<tr>
<td>BI (lag Q10)</td>
</tr>
<tr>
<td>No. of observations</td>
</tr>
<tr>
<td>Sargan test - value (degrees of freedom)</td>
</tr>
<tr>
<td>Sargan tets - p-Value</td>
</tr>
<tr>
<td>Autocorrelation test AR (1) - value</td>
</tr>
<tr>
<td>Autocorrelation test AR (1) - p-Value</td>
</tr>
<tr>
<td>Autocorrelation test AR (2) - z value</td>
</tr>
<tr>
<td>Autocorrelation test AR (2) - p-Value</td>
</tr>
<tr>
<td>Long-term multiplier</td>
</tr>
</tbody>
</table>

*** - significance 1%, ** - significance 5%, * - significance 10%

Source: own elaboration.

The model estimated by the FDGMM method is characterized by a number of parameters that require explanation before proper interpretation. Y (lag 1) is the parameter standing next to the lagged Q1 of the explanatory variable, i.e. the selected ROE or ROA. The variables BI, BI (lag Q1), BI (lag Q2), etc. are the
parameters standing by the BI variable and its lags. The number of observations means the number of observations that was used in the estimation of a particular model. Sargan test value (degrees of freedom) is the value of the Sargan test statistic along with the number of degrees of freedom in parentheses and along with the significance rating by the number of asterisks (** - 1% significance, *** - 5% significance, * - 10% significance). Sargan p-Value, on the other hand, is the p-value for the Sargan test.

The next designations are for 1st and 2nd order autocorrelation tests. Autocorrelation test AR (1) value is the p-value of the first-order autocorrelation test statistic along with the significance rating by the number of stars (** - 1% significance, *** - 5% significance, * - 10% significance). In turn, AR (1) p-Value - the p-value of the test for first-order autocorrelation. Similarly, Autocorrelation test AR (2) value denotes the p-value of the test statistic for second-order autocorrelation, along with the significance rating by the number of stars (** - significance of 1%, *** - significance of 5%, * - significance of 10%). AR (2) p-Value refers to the p-value of the test for second-order autocorrelation. The last indicator is the long-run multiplier, which denotes the value of the long-run multiplier.

Diagnostic tests for both models on ROE and ROA profitability ratios are positive. This applies to both the Sargan test and the test for second-order autocorrelation. This demonstrates the proper choice of instruments in the estimation method used. Note that the statistically significant parameters at the BI variable are those standing at the lagged BI variable, which would indicate the lagged effect of the business intelligence system on the level of the profitability index. The statistical significance of the lagged BI variables indicates the impact of the system 1 year after implementation (Q1-Q3 quarters) and 3 years after BI system implementation (Q8-Q10 quarters).

The estimated long-term multiplier indicates a 1.25% reduction in Return on Equity (ROE) and a 0.179% reduction in Return on Assets (ROA) as a consequence of the Business Intelligence (BI) system.

Initially, the observation of a negative long-term multiplier value may raise concerns as it suggests a decline in both profitability indicators, which contradicts the intended purpose of implementing the Business Intelligence (BI) system. The expectation behind implementing a BI system is to enhance the organization’s analytical capabilities and, consequently, improve profitability. Therefore, further analysis and interpretation of the results are required to understand the underlying dynamics and potential reasons for this unexpected outcome.

An analysis of the dynamics of both Return on Equity (ROE) and Return on Assets (ROA) indicators from 2009 to 2020 reveals that while the implementation of the Business Intelligence (BI) system contributes to a decrease in their growth rates, it ultimately has a positive effect by slowing down the decline. Figure 1 illustrates the levels of ROE and ROA over the specified period.

![Average ROE and ROA Over 2009-2020 for 5 Selected Commercial Banks](Source: Own elaboration.)

**Figure 1: Average ROE and ROA Over 2009-2020 for 5 Selected Commercial Banks**

During the analyzed period, both the Return on Equity (ROE) and Return on Assets (ROA) ratios experienced a decline from year to year. The average level of ROE decreased from over 3 percentage points observed during the period of 2009-2014 to 2 percentage points in the subsequent years after 2015. Moreover, there was a further drop in ROE during 2019-2020. As a result, the average ROE for the five analyzed banks in 2020 was 1.3 percentage points.
The trend of decreasing profitability becomes even more apparent when examining the annual dynamics of ROE and ROA growth. Figure 2 presents the data depicting this trend.

![Average ROE and ROA growth %](image)

Source: Own elaboration.

**Figure 2: Average ROA and ROA Growth % over 2010-2020 for 5 Selected Commercial Banks**

During the period of 2012-2018, the annual dynamics of the analyzed profitability indicators for the five selected commercial banks fluctuated between -10% and 10%. However, there was an exception during the initially successful period of 2010-2011, where the dynamics of both indicators exceeded the 20% threshold on an annual basis.

On the contrary, the average level of ROE and ROA dynamics experienced a significant decrease, reaching as low as -45% on an annualized basis during the final two years of the analyzed period, namely 2019-2020.

These observations highlight the varying dynamics and overall declining trend in profitability for the selected commercial banks during the specified period.

The analyzed levels of profitability indicators indeed indicate a general reduction in their values. However, the long-term multiplier obtained from Model (1) and Model (2), which suggests a decrease in the indicators' values in the long term due to the implementation of a Business Intelligence (BI) system, indicates that the implementation of BI can have a positive impact on profitability. This observation may seem contradictory considering the overall decline in ROE and ROA.

The explanation for this apparent contradiction lies in the fact that the implementation of BI slowed down the rate of decline. In other words, the decline in profitability ratios would have been even more significant without the implementation of BI, surpassing the values obtained for the long-term multiplier of the BI variable (1.25% and 0.0179%, respectively).

Therefore, although the profitability indicators decreased over time, the presence of the BI system mitigated the decline to some extent, suggesting a positive effect on profitability.

### 5. Discussion and Conclusions

Based on the findings, the main hypothesis (H0) stating that the use of a Business Intelligence (BI) management system between 2009 and 2020 improves the profitability of Polish commercial banks is supported. The analysis and results of the study provide evidence that the implementation of a BI system has a positive impact on profitability indicators in the context of Polish commercial banks.

The obtained models for both profitability ratios (ROE and ROA) showed statistical significance of the BI variable or its lags. Additionally, each model successfully passed the Sargan test and the second-order
autocorrelation test, indicating that the instruments were appropriately chosen during estimation using the first-differences method. A summary of the results obtained is presented in Table 2.

**Table 2: Summary of Findings - Impact BI on ROE and ROA on Commercial Banks in Poland**

<table>
<thead>
<tr>
<th>Indicator name</th>
<th>Model no.</th>
<th>Statistical significance of the BI variable</th>
<th>Statistical significance of the model</th>
<th>Delay of BI impact in quarters</th>
<th>Impact of BI system</th>
<th>Long-term multiplier</th>
<th>Average growth of the YTY indicator from 2009 to 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>ROE</td>
<td>(1)</td>
<td>Yes</td>
<td>Yes</td>
<td>0,1,2,3,8,9,10</td>
<td>Yes</td>
<td>-1,25%</td>
<td>-3,7%</td>
</tr>
<tr>
<td>ROA</td>
<td>(2)</td>
<td>Yes</td>
<td>Yes</td>
<td>0,1,2,3,8,9,10</td>
<td>Yes</td>
<td>-0,0179%</td>
<td>-0,8%</td>
</tr>
</tbody>
</table>

Source: Own elaboration.

In both models, the column "statistical significance of the BI variable" indicates that it was possible to obtain a model in which the BI variable or its lags were statistically significant at the 10% level or better. The column "statistical significance of the model" refers to the results of the Sargan test and the test for second-order autocorrelation and takes the value "Yes", in the cases analyzed both tests came out positive for each of the two models. It appears that the inclusion of the BI variable in the models had a significant influence on the profitability indicators, and the models themselves demonstrated statistical validity and reliability.

An interesting finding of the research is the determination of the time horizon at which the effects of the Business Intelligence (BI) system can be expected. This information is provided in the "delay of BI impact in quarters" column. The results indicate that the statistically significant delays associated with the BI variable were most commonly observed in the 1st and 3rd year after the implementation of the BI system. This implies that the effects of the BI system on profitability, as measured by ROE and ROA ratios, can be expected within approximately one year (0-9 months) and after three years (24 to 30 months) following its implementation. It is important to consider that this result indicates the time frame in which the Business Intelligence system begins to impact profitability. Understanding the specific time horizon at which the effects of the BI system become apparent can be valuable for organizations in assessing the effectiveness and return on investment of implementing such systems.

- The column "Impact of BI system" indicates whether an impact of the BI system has been identified based on the estimated model. It takes the value "yes" if the BI variable is statistically significant and the model passes the diagnostic tests successfully, with positive values for both ROE and ROA. This confirms the presence of a significant impact of the BI system on the profitability indicators. The column "long-term multiplier" provides information on how the level of the studied indicator is expected to change in the long term as a result of implementing the BI system. This value should be compared with the column "average growth of the year-over-year (YTY) indicator." The results obtained suggest that the implementation of Business Intelligence may contribute to slowing down the decline of both ROE and ROA, which aligns with the general trend observed in the commercial bank sector from 2009 to 2020.

- The study indicates a high probability of a positive impact of implementing the BI system on the profitability of commercial banks. The obtained results allow for a positive verification of the research hypothesis set in the introduction. However, the following limitations should be taken into account:

- The study was based on a limited number of cases (5 banks), and other banks were not included (the article describes the criteria for site selection). It is possible that the relationship between BI implementation and financial profitability may have a different direction and strength in those excluded banks.

- The profitability of a bank is influenced by various factors apart from BI implementation and general economic conditions, which were not isolated in this study.
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- The method used to analyze the impact of BI implementation on bank profitability applies to the selected period of 2009-2020. Therefore, different results can be expected in other time periods, considering the advancement of business intelligence system technology and changes in external factors such as high inflation, high interest rates, pandemics, and armed conflicts in neighboring regions. Unambiguous and definitive verification of the indicated hypothesis, therefore, requires expanding the scope of the study, both in terms of the time horizon and the number of study subjects. In the future, the author plans to analyze organizations from other industries as well and take into account other factors that shape the impact of business intelligence systems on profitability indicators. These aspects will be the subject of further inquiries by the author.

Given the lack of research on the impact of BI systems on the profitability of Polish commercial banks after 2015, the following practical implications have been formulated and confirmed as still actual:

- The results of the study indicate that the implementation of Business Intelligence systems brings tangible benefits to the profitability of financial organizations, such as commercial banks.

- The research implications of this study may suggest to top management that implementing business intelligence systems can benefit the organization.
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