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Abstract: In parallel with the increased use of Artificial Intelligence (AI) in recruitment processes, there is also an ongoing 
discussion on the dehumanisation in automated recruitment. On one hand AI-based recruitment has the potential to reduce 
human bias, on the other hand there are parts of the process that still need human judgement. Another concern is that the 
identified dehumanisation could harm the relationship between employees and employers. Research indicates that AI-
based technologies definitely have the potential to increase the efficiency of the recruitment process by replacing humans 
in time-consuming tasks. Less research has been conducted on the human perceptions about AI-based recruitment. In a 
time when AI-based recruitment tools are used in a rapidly increasing number of companies and organisations, it is 
important to better explore the human side of the process. Therefore, this paper investigates: What are the perceptions of 
the job candidate conditions in automatised and AI-based recruitment processes? This study was conducted with a 
qualitative approach with data gathered from candidates and recruiters that all had experiences from AI-based recruitment 
processes. Four candidates and two recruiters were chosen with the idea of a purposive sampling. Answers from six audio 
recorded semi-structured interviews were categorised in a deductive thematic analysis. The theoretic lens for the study 
was the Model of Applicant Reaction to Selection. Findings showed that the informants had a negative attitude towards 
the dehumanised recruitment process. The most obvious finding was the general critique towards the AI-based assessment 
of candidates' social skills. At the same time, the majority of the informants agreed that AI-based recruitment tools have 
the potential to make time-consuming administrative tasks more efficient. Only one informant was willing to go through a 
completely AI-based recruitment process, and all informants pointed out different ways in which the recruitment tools 
need to be improved. The conclusion is that the AI-based recruitment tools must be made more transparent and used as a 
support for decision-making rather than being the decision maker. The recommendation is a hybrid solution, where AI-
based tools are used to assist and create the basis for well-informed human decisions. 
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1. Introduction 
The 21st century has had a rapid development of technology that can be used for automatised recruitment 
processes (Chapman & Webster, 2003). Today, many companies and organisations use artificial intelligence to 
optimise automation recruitment and business revenue (Zhang & Yencha, 2022). In the ongoing digitalisation 
there is a fast development of recruitment tools that could retrieve information and to provide advice for 
human resource (HR) units. Algorithmic decision-making has become a frequently used new source of advice 
in HR recruitment and HR development. Companies and organisations implement algorithmic decision-making 
to save costs and increase efficiency and objectivity. At the same time algorithmic decision-making might also 
lead to unfair treatment and implicit discrimination. (Köchling & Wehner 2020) 
 
With the described development of general digitalisation and AI-based recruitment processes the average time 
between application and employment has decreased from four months to four weeks (Wilson & Daugherty, 
2018). CV screening, intelligence testing and interviews conducted online in video conference systems where 
AI has been implemented (Hemalatha et. al., 2021). According to Yam and Skorburg (2021), it was expected 
that automated selection procedures should eliminate prejudices and human bias, where appropriate 
candidates can be found in a rapid process. To what degree these new recruitment tools are sucessful, is a new 
research field with a constant discussion on discrimination and unfair treatment. Several studies report that 
biased training data is one of the most frequent reasons to discrimination in AI-based recruitment processes 
(Kumar et. al., 2021), with lack of data from underprivileged groups as a contributing factor (Pessach & Shmueli, 
2021).  
 
The negative impact from AI-based recruitment algorithms has initiated several research studies on ethical 
aspects (Yam & Skorburg, 2021). An emerging research field that has resulted in recommendations and 
guidelines to support the development of AI-based recruitment tools to its full potential (Van Esch, Black & 
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Respon-
dent 

Work experience Test experience Perceived 
difficulty 

Job desirability Title 

Company B 

C 10 years Yes Easy High Offered 
Company A 

D 7 years Yes Difficult High Offered 
Company B 

E Not relevant Not relevant Difficult Not relevant Recruiter 
Company D 

F Not relevant Not relevant Moderate Not relevant Recruiter 
Company A 

With the exception of 'perceived difficulty', these variables did not have an impact on the candidates' 
perception. Both of the informants who had been denied a position and informant D, who had been offered a 
position, had similar negative views about AI-based recruitment tools. This finding is not consistent with the 
model which holds that the actual result can influence the candidates' perception (Hausknecht, Day and 
Thomas 2004). Hausknecht, Day and Thomas (2004) also state that work experience increases the chance of a 
positive perception by candidates. Another finding which does not match with the theoretical framework as 
the majority of informants had a negative attitude towards AI-based recruiting tools despite their work 
experience varying between 5-12 years. 

5.1 Informational justice 

The results show that all informants considered it important to have quick feedback after tests and interviews. 
Recruiter E explains that each candidate is offered a 'feedback interview' where the test results are discussed, 
regardless of whether the candidate moves on in the recruitment process or not. Recruiter F testifies that their 
company provides tests from a third-party which are confidential about test results. They conclude that more 
transparency with the test results is fundamental and being cryptic is unfavourable and disadvantageous. 
 
Communication between candidates and recruiters was a recurring subject. When the candidates felt that they 
did not receive enough information about the tests, test results or other feedback in the recruitment process, 
feelings of anxiety, powerlessness or resignation arose, which affects interpersonal justice.  

“Yes, so it always felt good after an interview and in conversations, but then after, having done 
the test and not getting any feedback... It feels really strange.” 

Candidate A, concerning lack of feedback 

Hausknecht, Day and Thomas (2004) explain that if the company conveys an adequate explanation to the 
candidates about why the methods in the recruitment process are used, as well as having good transparency 
in their recruitment, it promotes positive perceptions in the candidates.  

5.2 Dehumanisation and inclusiveness 

Discussions around the lack of human contact was something that the majority of informants brought up during 
the interviews. It was about the inability that informants believed AI has when it comes to understanding the 
social aspects in humans. The recruiters and candidates mention that they feel AI today is simply not developed 
enough to reach the required standards. When informants were asked to choose between an AI-based or 
traditional recruitment process, the majority chose a traditional one, with the argument that the employer is 
not mainly interested in who has the best technical knowledge, the most important thing is instead the 
employee's social ability and capacity for further development. For the recruiters, there was a lack of 
confidence in the capacity of AI-based tools to find suitable candidates for a position on their own. The 
informants also expressed concerns that the AI-based recruitment does not take into account the different 
circumstances people are in. Which can include people with certain disabilities or other life situations such as 
work or studies that may affect the test results. 
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5.3 Predictive validity 

Predictive validity was one of the biggest factors in candidate perception. According to Hausknecht, Day and 
Thomas (2004), candidates will perceive recruitment tools more suitable to the extent of their ability to predict 
job performance. All candidates felt that the AI-based recruitment tools were disadvantageous to them and 
preferred to be interviewed by a recruiter. This is consistent with the theoretical framework. Informants could 
not see the connection between the tests they had to perform and the service they applied for. Instead, a test 
associated with the position they applied for was preferred, for example a programming test for a system 
developer. 
 
Hausknecht, Day and Thomas (2004) state that interviews and work samples were perceived more favourably 
than tests when it comes to the estimation of cognitive ability. These approaches were considered more 
favourable than personality tests and aptitude tests, but also graphology and biodata. All the informants 
preferred interviews over tests, as they did not understand the association between the test and the position 
they applied for or did not understand the purpose of the test at all. Both recruiters and candidates expressed 
scepticism about AI's ability to judge social skills. The ability for logical thinking is important, but other aspects 
such as social skills are just as important, one recruiter testified and explained that AI cannot assess or 
appreciate a person in the same way a human can. As a result, these recruitment tools thus degrade reliability. 

5.4 Implementation 

All informants agreed on the benefits that AI-based recruitment processes could contribute to but expressed 
that a hybrid solution would be the most successful concept. They believe that AI-based tests used as a decision 
basis for a human recruiter should be the most optimal solution, assuming it is a well-functioning AI system. 
From the interviews of the recruiters, it emerged that one of the recruitment tools used was 'useless' and 
difficult to operate due to faulty design. One of the recruiters explained that human contact is valuable and 
crucial in the recruitment process, and if AI is going to be part of it, it should be a well evaluated and successful 
system. 
 
Finally, it is obvious that the majority of informants had some type of negative perception about tests that are 
completely AI-based. This could be due to various reasons such as the lack of trust in AI's assessment question 
or dehumanisation in the recruitment process. 

6. Discussion 
An interesting finding was that, despite the fact that the informants did not want to be part of an AI-based 
recruitment, they chose to participate. During the 21st century there has been an exponential development 
that has fundamentally transformed the recruitment process. With the fast development in this area, there will 
probably be no choice in the future when companies and organisations are investing more into AI-based 
recruitment techniques. There is an ongoing digitalisation of the recruitment process, with investments in 
appropriate tools to combate what has been called 'The war for talents'  (Laurim et. al., 2021).  One of the 
informants that had applied for many jobs through the years points out that the number of automated tests 
has increased and that they today are hard to avoid. An interpretation of this could be that candidates have no 
choice but to apply for positions that have this type of recruitment process. Laurim et al. (2021) study comes 
to similar results to this study regarding several different aspects. The author states that in general they could 
not observe a relationship between the individual characteristics of the informants and their perceptions 
regarding AI in recruitment. All informants had the opinion that AI should solely complement and extend the 
human capabilities of recruiters. Other relevant factors raised by the author were transparency, testability and 
a sense of control as key components to developing trust in AI. This also applies to developing trust in relevant 
stakeholders in the recruitment process, as well as facilitating acceptance and overcoming fear. 
 
Another important aspect that the informants brought up is the dehumanisation of the recruitment process. 
This could be seen as an inevitable result of digitalisation, where Fritts and Cabrera (2021) brought up the 
Stakeholder Theory to argue against dehumanisation. They claim that the use of AI-based recruitment 
algorithms can have a negative impact on the relationship between employers and candidates applying for a 
job. Moreover, the Stakeholder Theory posits that companies and organisations have responsibilities towards 
all stakeholders, regardless of whether these commitments will maximise the return on investment or not. That 
the interviewed candidates felt neglected, resigned and frustrated is a serious objection against automated 
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recruitment. All, except for one informant in this study, claimed their scepticism towards a recruitment process 
that is entirely automated, AI-driven and dehumanised.    
 
Regarding implementation, all informants addressed that if AI-based recruitment tools are a necessity, a hybrid 
solution would be the best option. A traditional recruitment process that has elements of AI, where the artificial 
intelligence can act as a support for decision-making. Zhang and Yencha (2022) state that users are more likely 
to accept a service assisted by AI, rather than a service solely controlled by AI. Thus, it can be argued that the 
recruitment processes of the future should not be completely dehumanized. 

7. Conclusion and recommendation 
Author's conclusion of this study is that the increasing number of AI-based recruitment tools must be made 
more transparent and used as decision support and not as a decision maker on its own. The most negative 
attitude among informants was against the AI-based assessment of social skills. As pointed out by Mitchell 
(2019), NLP is solved to 90% but that the reamaining 10% can make processes fail with drastic consequences. 
Another important challenge to address is informational justice, and to make the recruitment process more 
transparent. The recommendation this study provides is a hybrid process, where AI-based recruitment tools 
create the basis for human decisions that are more well-informed than in a traditional recruitment process. 
The purpose was to investigate what perceptions there are regarding AI-based recruitment. One of the biggest 
factors influencing candidate perception was the recruitment tool's perceived ability to assess candidates' 
social skills. Due to the current developments in recruitment processes, there should be more research about 
the ability of AI-based recruitment tools to assess the individual's social skills. Finally, future research should 
be devoted to developing an updated and adapted model for AI-based recruitment processes, as well as 
continuing to investigate the fairness of AI-based recruitment tools. The recruitment of the future should not 
increase time and cost efficiency at the expense of a negative experience for candidates. 
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