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Abstract: The RISC-V instruction set architecture (ISA) is a promising open-source architecture supporting the Open Era of 
Computing. As RISC-V matures, consumers, industry leaders, and nation states are looking at the potential benefits RISC-V 
offers –especially for secure systems which may require privileged architecture implementations, physical memory 
protection (PMP), or trusted execution environments (TEEs) among other hardware-based security primitives. The inclusion 
of these security technologies unavoidably impacts the performance of any given compute system. To quantify the 
performance impacts introduced by secure enclave processing, representative computational benchmarks are executed on 
the Freedom U74-MC System-on-a-Chip (SoC) onboard the HiFive Unmatched development board by SiFive. These 
benchmarks are conducted across applicable modes of the RISC-V Privileged ISA specification to analyze Privileged ISA and 
PMP performance implications for Confidential Computing. To evaluate performance impacts, a theoretical model is applied 
to represent the interactions of the security monitor. The Keystone enclave framework tasks the security monitor with 
enforcing strict adherence to system security primitives while the Phoronix Test Suite (PTS) captures performance data. 
Individual benchmarks are conducted both with and without secure enclave technologies to characterize representative 
performance metrics. 
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1. Introduction

1.1 Motivation 
Existing encryption techniques provide confidentiality, integrity, and availability for data at rest and for data in 
transit yet are rarely employed to protect data in use during execution. Confidential Computing performs 
computation within hardware-based Trusted Execution Environments (TEEs) to adequately protect data in use. 
TEEs ensure that compute systems maintain confidentiality, integrity, and availability by implementing security 
primitives to provide secure boot, a secure source of randomness, and enable remote attestation. While 
proprietary TEE implementations exist —such as Intel Software Guard eXtensions (SGX), Advanced RISC 
Machines (ARM) TrustZone, and Advanced Micro Devices (AMD) Secure Encrypted Virtualization— they each 
impose threat model limitations and restrict changes to their underlying architectural Intellectual Property (IP). 
Keystone Enclave is an extensible open-source TEE alternative which leverages the Privileged RISC-V Instruction 
Set Architecture (ISA), Physical Memory Protection (PMP), and other RISC-V Security Primitives to enforce 
Confidential Computing. Keystone Enclave reduces the Trusted Computing Base (TCB) by applying a software-
defined and hardware-enforced framework for developing custom threat models. 

1.2 Hypothesis 
Confidential Computing unavoidably impacts system performance. 

1.3 Approach 
To appropriately evaluate architectural design implementations, a functional closed queueing network is applied 
to measure average system response times for secure enclave applications running on RISC-V systems. 
Performance impacts are characterized by applying statistical methodologies to ensure that compute systems 
fulfil operational requirements while simultaneously enforcing security obligations. 

Leveraging the HiFive Unmatched as the system under test, we evaluate representative workstation workloads 
via benchmarking: First with an unmodified Linux system without the Keystone Enclave; Then with the Keystone 
Enclave installed, but with the SM features unused; And finally, with the Keystone Enclave installed, with varying 
instances of secure enclaves. Each test records the execution time and assigns benchmark scores accordingly. 
To ensure accurate statistical and analytical analyses, we perform automated benchmark scheduling to 
dynamically repeat tests until our results fall within a predefined standard deviation. We then evaluate collected 
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datacenter and among consumers. Figure 5 details our precise testing configuration while Figures 6, 7, and 8 
highlight baseline performance metrics and result confidence.  
 

 
Figure 5: Testing Configuration for Performance Characterizations 

The baseline benchmark results charted below highlight the novelty of the RISC-V ISA and of supporting 
hardware. Benchmark scores are listed in operations per second, with higher scores indicating better 
performance. For context, at a comparable price point of $600, an ARM or x86 system would handily achieve 
scores in the millions compared to our hundreds or thousands. 
 

 
Figure 6: Baseline Performance Results, Raw 

By charting our results on a graph scaled for mature ISAs and hardware, it becomes apparent that RISC-V is still 
new. Currently, only memory allocation operations are comparable to traditional workstation performance. 
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Figure 7: Baseline Performance Results, Charted 

Confidence intervals for each benchmark are charted in Figure 8. and indicate that our results are consistent 
across repeated tests. 

 
Figure 8: Baseline Performance Result Confidence, Charted 

Proceedings of the International Conference on Information Warfare and Security, 2022 
447



Samuel Chadwick, Scott Graham and James Dean 

For further investigation, our complete benchmarking results are available online at the following Uniform 
Resource Locator (URL): https://openbenchmarking.org/result/2110085-EALD-211008H69. 

5. Current and future work 

5.1 Keystone performance characterization 
The RISC-V security primitives applied by Keystone are unrivalled by any other framework. Unfortunately, at the 
time of writing, the required Keystone firmware configuration files are currently under development by the 
Keystone Enclave community to support the HiFive Unmatched. Enclave experimentation cannot be evaluated 
until either (a) a version of Keystone is released which supports our test hardware, or (b) we successfully 
implement these configuration files manually. The clear path forward is targeted firmware development, 
focused on enabling Keystone on the HiFive Unmatched while also promoting hardware-agnostic adoption.  

5.2 Impacts of Keystone Enclave on system performance 
Without a functional hardware implementation of the Keystone Enclave, concrete performance degradation 
conclusions have not yet been measured –especially for capturing performance implications related to context 
switching. Expected results will likely conclude that the performance overhead for enforcing Confidential 
Computing moderately degrades system performance. The cost of adding TEEs is significant; however, the 
degree to which degradation occurs during representative testing remains to be seen.  

Disclaimer 
The views expressed in this paper are those of the authors, and do not reflect the official policy or 
position of the United States Air Force, United States Space Force, Department of Defense, or the U.S. 
Government. This document has been approved for public release; distribution unlimited, case #88ABW-2021-
0928. 
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