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Abstract: This article examines how generative artificial intelligence (GenAI) systems reflect pre-existing gender biases and 
explores their implications in social and technological contexts. While GenAI holds transformative potential in healthcare, 
employment, and finance, it also poses considerable risks concerning diversity in training data, development teams, and 
other factors that can reinforce stereotypical representations and discriminatory decisions, highlighting the need for a 
comprehensive approach to mitigate these issues. The study employs a systematic literature review following PRISMA 
guidelines, complemented by thematic analysis to identify key patterns. Articles published between 2020 and 2024 were 
reviewed, focusing on the nature, origins, and implications of gender biases in GenAI. The thematic analysis enabled the 
identification of emerging trends and proposed solutions, providing a comprehensive view of current limitations and priority 
areas for future research. The findings reveal that gender biases in GenAI manifest at various levels, ranging from algorithms 
reinforcing stereotypes to underrepresentation in generated images. The implications include the reinforcement of social 
inequalities and the erosion of user trust in GenAI systems. However, strategies such as diversifying development teams, 
using representative datasets, designing equity-aware algorithms, and establishing robust regulations are highlighted as ways 
to address these challenges. This article contributes to academic and professional fields by offering a detailed analysis of 
gender biases in GenAI, identifying practices and strategies to build unbiased systems. Furthermore, it emphasizes the 
importance of raising public awareness and fostering education on gender biases in GenAI to create more critical and 
informed users.  
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1. Introduction 
The rise of Generative Artificial Intelligence (GenAI) has intensified concerns about gender bias, a pervasive issue 
rooted in the data and algorithms that shape these systems. AI models, particularly in natural language 
processing (NLP), often reflect and amplify societal gender inequalities (Locke &    Hodgdon, 2024; Currie et al., 
2024). Research shows that even gender-neutral AI applications, such as search engines, frequently produce 
male-dominated results (Antonopoulou, 2023). These biases stem from training datasets that lack diversity, 
leading to skewed representations of gender roles (De Silva and Alahakoon 2022; Ferrara, 2024). The impact 
extends beyond representation, influencing societal perceptions and professional opportunities (Biswas, et al., 
2024; Abdelhay et al., 2024). While mitigation strategies like adversarial learning show potential, they fail to 
eliminate bias entirely (Cirillo and Rementeria, 2022; Leavy et al., 2020). Addressing gender bias requires a 
multifaceted approach that considers intersectionality (Hall and Ellis 2023), ensuring AI development promotes 
fairness and inclusivity. This research addresses: What is the current state of research on gender bias in 
Generative AI, and what challenges persist in mitigating its impact?. 

2. Methodology 
To ensure a thorough and current analysis, this review examines literature published between 2020 and 2024. 
Adhering to PRISMA guidelines, a systematic and structured search was conducted. A keyword-based query in 
the Scopus database identified peer-reviewed articles in English, using terms such as (Generative Artificial 
Intelligence OR Generative AI AND Gender Bias OR "Algorithmic Bias" OR "Fairness in AI"). The selection criteria 
prioritized studies within social sciences and technology, excluding those outside these fields or lacking empirical 
or theoretical contributions. A full-text analysis was performed on the shortlisted articles to verify their 
relevance, ultimately leading to the inclusion of 42 studies. The complete methodological framework is 
illustrated in Figure 1. 
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Figure 1: Flow Diagram Prisma 

3. Findings 
GenAI systems reinforce gender biases across employment, finance, healthcare, and media due to algorithmic 
design flaws and biased training data. In the job market, AI-powered hiring tools and large language models 
(LLMs) associate male-coded terms with high-paying roles, systematically disadvantaging female candidates and 
sustaining economic disparities (Leong and Sung, 2024). Furthermore, AI-generated content in media and digital 
platforms underrepresents women in male-dominated professions while overrepresenting them in caregiving 
and administrative roles, reinforcing occupational segregation (Sun et al., 2024; Locke and Hodgdon, 2024). 
Similar biases exist in finance, where credit-scoring algorithms trained on historically biased datasets restrict 
women's access to loans and investment opportunities, worsening economic inequality (Ferrara, 2024; Gross, 
2023). These biases are further exacerbated by algorithmic opacity, which limits users’ ability to contest or even 
detect discriminatory outcomes, highlighting the need for greater transparency in AI decision-making (Pérez-
Ugena Coromina, 2024). 

Beyond economic disparities, gender bias in GenAI has significant implications for healthcare. AI-driven 
diagnostic tools and mental health applications demonstrate lower accuracy for female patients, leading to 
disparities in treatment recommendations and healthcare accessibility (Park et al., 2022). For example, mobile 
mental health assessments have shown differential accuracy rates based on gender, disproportionately 
misdiagnosing female users (Isaksson, 2024). These biases extend to AI-generated medical research content, 
where male-dominated datasets contribute to underrepresentation in clinical trials, impacting women’s health 
outcomes (Nwafor, 2024). Moreover, GenAI recruitment algorithms, already biased against women, show an 
even stronger bias against women of color, amplifying the intersectionality of gender discrimination with race 
and socioeconomic status (Kim et al., 2024). This phenomenon, observed in multiple domains, underscores the 
necessity of inclusive training datasets that adequately represent diverse demographic groups (Parsheera, 
2018). 

The social implications of these biases are profound, shaping public perceptions and reinforcing structural 
inequalities. Gendered AI-generated content perpetuates stereotypes that influence career choices, financial 
stability, and healthcare access, creating a self-reinforcing cycle of disadvantage (Møgelvang et al., 2024). These 
biases also impact user trust, as demonstrated by research indicating that individuals—particularly women—
express greater skepticism towards AI-generated content due to perceived bias and misinformation (Moon, 
2024).  Additionally, biased AI systems erode public trust, leading to algorithmic aversion and skepticism toward 
automated decision-making, particularly among marginalized groups (Zlateva et al., 2024). Addressing these 
systemic issues requires proactive interventions, including comprehensive bias audits, regulatory oversight, and 
the implementation of fairness-aware AI models (Newstead et al., 2023). A multi-stakeholder approach involving 
policymakers, AI developers, and impacted communities is essential to ensuring equitable and transparent AI-
driven decision-making (Kim et al., 2024). By integrating diverse perspectives into AI development, it is possible 
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to mitigate bias and promote fairer technological advancements that do not disproportionately disadvantage 
specific gender groups. 

4. Expected Results and Future Plan 
Mitigating gender bias in GenAI requires integrating gender-aware methodologies, diverse datasets, and 
continuous monitoring to ensure equitable representation and user trust (Zhou et al., 2024; Gross, 2023). While 
efforts remain inconsistent across linguistic and cultural contexts, successful real-world applications highlight 
effective strategies. Bias-aware dataset curation has reduced gender disparities by ensuring diverse training data, 
particularly in AI-generated content where underrepresentation skews outputs (Isaksson, 2024). In healthcare, 
including marginalized groups in clinical datasets has improved diagnostic accuracy, addressing gender-driven 
medical bias (Isaksson, 2024). Algorithmic transparency, enforced through systematic audits and bias detection 
mechanisms, has also proven essential in preventing discriminatory AI outputs before deployment (Nwafor, 
2024). Moreover, interdisciplinary collaboration between AI developers, policymakers, and social scientists 
fosters inclusive governance frameworks that embed fairness principles at every stage of AI development 
(Isaksson, 2024). Sustainable implementation demands integrating these measures into AI regulations, 
mandating continuous auditing and proactive intervention to prevent algorithmic discrimination (Nwafor, 2024). 
Beyond textual and decision-making applications, gender bias also affects AI-generated visual and multimedia 
content, reinforcing harmful stereotypes in digital media (Zhou et al., 2024). Future research should adopt a 
cross-cultural and longitudinal approach to assess the persistence and evolution of bias across different regions 
and over time. Expanding studies geographically will uncover regional disparities, while long-term evaluations 
will determine the sustained effectiveness of mitigation strategies, ensuring that AI systems evolve to be fair, 
unbiased, and socially responsible (Muller et al., 2023). 
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